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HIGHLIGHTS

« The task of detecting online hate speech in Spanish language has been addressed.

« A transformer-based deep learning approach (SHS-ALBETO) has been developed.

« Experimentation has been carried out using HatEval dataset.

« SHS-ALBETO has been compared with competing models and with the state-of-the-art.
« The advantages achieved in the performance of SHS-ALBETO have been analyzed.

ARTICLE INFO ABSTRACT

Keywords: The amount of content published on the Internet has grown exponentially in recent times. Social networks have
Hate speech enabled this content to reach an even wider audience. However, the freedom of communication provided by
Natural language processing these networks can consequently facilitate the spread of offensive language and hate speech. Although social
Deep learning media platforms have attempted to implement mechanisms for detecting and addressing such content, it remains

Transformer models an ongoing challenge, particularly for languages other than English, such as Spanish. One promising approach

to tackle this problem is the application of Natural Language Processing (NLP) tools, which rely on the use of
language models and deep learning for text classification. In this work, an approach for detecting Spanish Hate
Speech with ALBETO (SHS-ALBETO) is proposed. Experimentation is conducted with HatEval dataset. The per-
formance of SHS-ALBETO is compared with other competing models, such as BERT, BETO, and DistilBETO, along
with other proposals from the state-of-the-art. SHS-ALBETO has improved the existing results in the scientific lit-
erature, simultaneously providing reduced computing times. Additionally, analyses of the results have revealed
its advantages together with challenging aspects that must be addressed to further improve the performance of
this kind of approach.

1. Introduction where users can communicate freely [1]. According to [2], hate speech
is defined as “public speech that expresses hatred or encourages vio-
lence toward a person or group based on race, religion, gender, sexual
orientation, or any other diversity feature”.

Offensive language or hate speech has become a popular topic in the
last few years mainly due to the exponential growth in the use of social
networks (Twitter, Facebook, Instagram, and YouTube, among others),
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Media coverage of this issue is concurrently growing as political at-
tention increases [3]. However, automatic hate speech detection is a
very challenging task [4]. Recently, the main social networks agreed
with the European Commission on the European Union code of conduct
for hate speech, which aims to prevent and avoid the online spread of
illegal hate speech [5]. With the aim of improving the quality of service,
the social media companies are interested in detecting and removing the
existing hate speech on their platforms. Nevertheless, automatic hate
speech detection is technically a very difficult task, since the line be-
tween appropriate free expression and hate speech is quite blurry [6,7].
In addition, there is a lack of data collections and monitoring about
hate speech, making it difficult to research it in an standardized way,
especially in languages other than English as it is the case with Spanish.
The specific context of this language involves extra challenges compared
to others, such as the dialectical variations existing in different geo-
graphical regions (European Spanish vs. Latin American Spanish) and
the limited resources for training detection systems, which affect their
accuracy and robustness [8]. This has resulted in a substantial current
research gap in detecting hate speech in Spanish.

In the scientific literature, there are different automatic methods for
classifying texts as hate speech [9]. They can be categorized into two
main groups: traditional shallow classification methods and deep learn-
ing methods. On the one hand, shallow classification methods focus
on the use of traditional word representation techniques for encoding
words and applying classifiers to carry out the detection. Some pop-
ular methods are semantics-based approaches, clustering-based word
representation, and classification-based models. On the other hand,
deep learning methods utilize deep neural networks. Specifically, deep
learning techniques can equally be classified into methods based on
static embeddings, which take advantage of distributed representation
of words [10], and modern transformer-based methods, which use the
self-attention mechanism to capture long-range dependencies and corre-
lations [11]. These transformer-based methods, which were introduced
recently, involve pre-trained language models. Among them, one of the
most widely used models is the Bidirectional Encoder Representations
from Transformers (BERT, [12]), known for its superior performance.

In this work, a transformer-based deep learning approach for Spanish
Hate Speech detection with ALBETO, called SHS-ALBETO, is proposed.
To evaluate its performance, HatEval dataset [13] is used for carrying
out the experiments. For this, the standard evaluation metrics in natural
language processing tasks are considered: Accuracy, Precision, Recall,
and F1 scores. The main contributions of this work are as follows:

For the first time, an approach for Spanish Hate Speech detection
with ALBETO (SHS-ALBETO) is proposed.

SHS-ALBETO is compared with other competing models, such as mul-
tilingual BERT, BETO (Spanish BERT), and DistilBETO (a distilled
version of BETO).

SHS-ALBETO is compared with the traditional and deep learning
methods existing in the scientific literature.

A comprehensive analysis is carried out to examine the advantages
produced by the use of SHS-ALBETO.

The remainder of this paper is structured as follows. Section 2
presents the related work. Section 3 describes the SHS-ALBETO ap-
proach, including other competing models, as well as the datasets and
evaluation metrics considered. Section 4 reports the results obtained in
the conducted experiments, including experimental settings, compar-
isons, and analyses. Finally, Section 5 presents the conclusions drawn
from this study and outlines future work.

2. Related work

This section reviews the approaches that perform the task of detecting
hate speech in Spanish, following a chronological order.

The detection of hate speech in Spanish was one of the tasks included
in the International Workshop on Semantic Evaluation (SemEval-2019,
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[13]), where numerous proposals were presented. Firstly, the pro-
posals that employed traditional classification methods are reviewed.
The proposed baseline used a linear support vector machine based
on term frequency-inverse document frequency (tf-idf) representation.
Almatarneh et al. [14] and Ameer et al. [15] utilized a bag-of-words
model with tf-idf feature representation values. Furthermore, [14] com-
bined this model with word embeddings to improve the performance of
the classifier. In the method proposed by Argota Vega et al. [16], linguis-
tically motivated features and various types of n-grams were considered
to train a support vector machine model. An approach combining word
embeddings, semantic similarity, tf-idf, and n-grams was employed by
Benito et al.[17]. Moreover, [18] proposed a model consisting of a linear
classifier based on a support vector machine. This model incorporated n-
grams, sentiment analysis, and word embeddings as the main machine
learning characteristics. A combination of three prediction algorithms
within a voting ensemble classifier model was proposed by Plaza-del-
Arco et al. [19]. The algorithms used were logistic regression, decision
tree, and support vector machine. In the proposal of [20], three models
based on random forest, support vector machine, and logistic regression
were applied and combined in an ensemble setting. These traditional
classification methods were employed to tackle the task of hate speech
detection in Spanish.

Continuing with SemEval-2019, the proposals that considered deep
learning-based methods are the following. In Benballa et al. [21], a
model based on feature-level dynamic meta-embedding was proposed.
Two different model architectures, long short-term memory and con-
volutional neural network with hybrid long short-term memory, were
analyzed by Bojkovsky and Pikuliak [22]. Different neural transfer learn-
ing techniques, combined with word embeddings, were used by Gertner
et al. [23]. In the work of [24], a framework based on genetic pro-
gramming was used to combine predictions from different knowledge
sources for text classification. The development of a long short-term
memory model with an embedding layer was addressed by Manolescu
et al. [25]. A neural classifier utilizing word embeddings and long short-
term memory layers was developed by Montejo-Réez et al. [26]. In the
approach of [27], a model that combined n-gram embeddings within a
feed-forward neural network was proposed. The design of different neu-
ral network architectures for testing word representations and diverse
corpora was used by Nina-Alcocer [28]. A model based on recurrent
neural networks that learned compositional numerical representations
of words based on character sequences was presented by Paetzold et al.
[29]. In the work of [30], some approaches to language modeling which
contained word-level n-gram and character-level neural language mod-
els were presented. An approach that merged a recurrent neural network
based on bi-long short-term memory with an attention mechanism was
proposed by De la Pena [31]. Several linear classifiers and recurrent
neural networks specifically trained using classical and recent features,
such as bag-of-words, bag-of-characters, word embeddings, and con-
textualized word representations, were presented by Pérez and Luque
[32]. A single multilingual system architecture for hate speech detec-
tion, consisting of a dictionary of unique characters, key values, and
transformed binary arrays, was used by Raiyani et al. [33]. A convolu-
tional neural network was developed by Ribeiro and Silva [34] using
word embedding models like GloVe and FastText. A system based on
word embeddings and convolutional neural networks, considering both
dilated and traditional convolution layers, was presented by Winter and
Kern [35]. Lastly, in the work of [36], several shallow and deep learn-
ing approaches were analyzed, including engineered features such as
n-grams and word embeddings, and neural network methods such as
multilayer perceptrons, convolutional neural networks, long short-term
memory, and BERT. These studies showcased the diverse range of deep
learning techniques employed by participants in SemEval-2019 for hate
speech detection.

After the SemEval-2019 workshop, several approaches were pro-
posed, most of which continued to utilize deep learning methods. A
multi-channel BERT fine-tuning model was proposed by Sohn and Lee
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[37]. This model integrated hidden features from separate BERT mod-
els trained in different languages. In the work of [38], three approaches
were presented: a supervised machine learning approach utilizing tech-
niques such as naive Bayes, support vector machine, logistic regres-
sion, decision tree, and ensemble voting classifier; a deep learning
approach based on long short-term memory; and a lexicon-based ap-
proach. A cross-lingual contextual word embeddings model was applied
by Ranasinghe and Zampieri [39] for text classification, performing
inter-task and inter-language transfer learning. In the method of [40], a
Spanish language model based on average word embeddings and lin-
guistic features was evaluated with three different machine learning
classifiers: random forest, SMO (Sequential Minimal Optimization) sup-
port vector machine, and linear support vector machine. A comparison
of different pre-trained language models was conducted by Plaza-del-
Arco et al. [41], including two multilingual models (multilingual BERT
and a cross-lingual language model) and BETO, a monolingual model
specifically trained on Spanish. A novel zero-shot cross-lingual trans-
fer learning pipeline based on pseudo-label fine-tuning of transformer
language models was presented by Zia et al. [42]. This methodology
involved using the cross-lingual classifier to obtain pseudo-labels for
training the model. Lastly, [43] studied the most effective features for
detecting hate speech and how they can be combined. For that, a system
based on linguistic features, knowledge integration, and transformers
was developed. These approaches showcase the ongoing development
and refinement of deep learning methods for hate speech detection
beyond the SemEval-2019 workshop.

The chronological review highlights the shift from traditional classi-
fication methods to deep learning methods, particularly to transformer-
based methods, which have gained popularity in recent years [11].
This is because traditional classification methods do not properly de-
tect the evolution of hate speech patterns, and exhibit a limited ability
to capture complex linguistic nuances. These weaknesses are addressed
by deep learning methods, which are capable of learning complex
context-dependent features such as irony and sarcasm. Furthermore,
transformer-based methods go further by capturing long-range de-
pendencies in texts, thus achieving state-of-the-art performance [9].
Additionally, it is worth noting that in addition to the proposals pre-
sented in the SemEval-2019 workshop, all the reviewed approaches con-
ducted their experiments using the HatEval dataset. Thus, this dataset
has been used as a common benchmark for evaluating hate speech
detection, allowing for fair comparisons and assessments of different
approaches.

3. Methodology

This section includes the description of the SHS-ALBETO approach and
the description of other competing models used for comparison. It
presents the datasets and, in addition, the evaluation metrics.

3.1. Description of the SHS-ALBETO approach

The presented approach, Spanish Hate Speech detection with ALBETO
(SHS-ALBETO) is based on transformers, which is a deep learning frame-
work capable of learning the contextual relations between words in a
text [44]. Transformers consist of an encoder and a decoder mechanism.
The encoder processes the input text through multiple layers of self-
attention and feed-forward neural networks to generate a representation
of the input sequence. The decoder uses the encoder’s representation,
along with other inputs, to generate an output sequence.

SHS-ALBETO has adopted a language model from the BERT fam-
ily, a multi-layer bidirectional transformer encoder [12], which is a
deep learning approach used for natural language processing tasks.
Particularly, the ALBETO model is considered in this approach. ALBETO
is a version of ALBERT (a lite version of BERT) exclusively trained on
Spanish corpora [45]. It is more efficient regarding the number of total
parameters since it uses a weight-tied strategy, which consists of sharing
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all parameters across all layers of the model. More specifically, ALBETO-
base model is used. It has 12 self-attention layers (encoder transformer
blocks) with 12 attention-heads each, 768 hidden layers, and 12 mil-
lion total parameters. The technical details of how this model works
are shown in Fig. 1. Three different parts can be distinguished. First,
the input preprocessing, where tokenization and transformation to vec-
tor representation by word embeddings are performed. Secondly, the
transformer model as such, with the 12 encoder blocks. In turn, each
encoder block contains 12 attention heads, composed of the multi-head
self-attention mechanism and a feed-forward neural network. And third,
the output consists of the output tokens in the form of vectors, which
are contextualized representations, in addition to the classification layer.
This layer consists of a new feed-forward neural network with a softmax
layer to predict the probability that the input belongs to the different
classes.

Now, the operation of SHS-ALBETO is detailed. The full approach
has been implemented using the Python programming language. Both
the Transformers and the TensorFlow libraries have been used for the
development [46]. Fig. 2 shows the processing flowchart followed by
SHS-ALBETO.

The steps of the flowchart are presented next:

1. Loading the dataset. The training and test sets are properly for-
matted and loaded.

2. Loading the pre-trained model and tokenizer. The language model
is loaded from the state-of-the-art pre-trained Transformers API,
whose technical details are provided above. In addition, the
tokenizer is loaded from this API.

3. Data tokenization and formatting. The tokenizer is used to convert
the input text (training and test sets) into tokens. This sequence of
tokens is used as the input to the pre-trained transformer model.

4. Model setup, compilation, and training. The learning parameters,
such as the drop-out rate, learning rate, loss function, optimizer,
and weight decay, are defined in this step. Then, the TensorFlow
library is used for building the model. Finally, the training param-
eters (batch size and number of epochs) are determined for the
training.

5. Model evaluation. The SHS-ALBETO approach is evaluated by
predicting the classes using the test set and comparing the predic-
tions with the ground truth. Additionally, a classification report
is generated, containing the adopted evaluation metrics, such as
accuracy, precision, recall, and F1 score.

Following these steps, the SHS-ALBETO approach aims to detect hate
speech in Spanish.

3.2. Description of other competing models

The SHS-ALBETO approach is based on ALBETO, a transformer-based
language model belonging to BERT family. In addition to SHS-ALBETO,
other competing models are now introduced, with which it is compared
in Section 4.2. They are: Multilingual BERT, BETO (Spanish BERT), and
DistilBETO (a distilled version of BETO).

Firstly, the BERT model was trained with English corpora, as it
was originally created for only English language. However, a later ver-
sion was already trained with multilingual corpora: Multilingual BERT
(mBERT). mBERT was created by dumping the entire Wikipedia for each
one of the top 104 languages. Particularly, the base version is consid-
ered, which has 12 self-attention layers with 12 attention-heads each,
768 hidden layers, and 110 million total parameters.

The other competing models, BETO and DistilBETO, have been
specifically trained in Spanish language. On the one hand, BETO
[47] was trained by collecting text from different sources: the entire
Wikipedia for Spanish language and all the sources of OPUS Project,’

! https://opus.nlpl.eu/
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Input: dataset
Load dataset

train_set, test_set
‘ Load pre-trained nﬁodel and tokenizer ‘
ALBETO-b;se7 tokenizer
‘ Data tokenizatioil and formatting
7‘/7‘(17;77/73ffﬁr,akemzej-, test_setiorenized
‘ Model setup, Compiﬁation, and training

SHS-ALBETO
Model evaluation

Output: report

Fig. 2. Flowchart followed by the SHS-ALBETO approach.

additionally for Spanish language. It has a similar size to mBERT, i.e.,
12 self-attention layers with 16 attention-heads each, 1024 hidden lay-
ers, and 110 million total parameters. On the other hand, DistilBETO
[45] is a version of DistilBERT (a distilled version of BERT), which is
exclusively trained on Spanish corpora. The architecture of DistilBETO
is based on BETO with the exception of removing the token-type
embeddings and the pooler layer, and it has 5 self-attention layers,
1024 hidden layers, and 67 million total parameters. Furthermore,
the tiny version of ALBETO is considered (ALBETOg). This model
has 4 self-attention layers, 312 hidden layers, and 5 million of total
parameters.

Table 1
Information about HatEval dataset.
Feature Description
Language Spanish
Country Spain
Source Twitter
Date July to September 2018
Size 6600 tweets

Labeled data 4500, 500, and 1600 tweets

(training, validation, and test)

These models provide different options for transformer-based lan-
guage models in Spanish, each with its own architecture and size. In
this way, their comparison with SHS-ALBETO in the results section helps
to assess their performance and suitability for hate speech detection in
Spanish.

3.3. Datasets

The HatEval dataset is used for the experimentation. It was released
for SemEval-2019 Task 5 [13], and focuses on detecting hateful content
in tweets (posted messages on Twitter) against two targets: immigrants
and women. A total of 6600 labeled tweets in Spanish language are pro-
vided for training, validation, and testing. Table 1 presents some features
of this considered dataset.

Now, since the tweets contained in HatEval dataset are binary classi-
fied as hate speech or not, Table 2 shows the counts of the labeled tweets
from these two classes. These counts provide an overview of the distri-
bution of hate speech and non-hate speech tweets, which are used for
training, validating, and evaluating the performance of the SHS-ALBETO
approach. The data for training and testing are distributed following ap-
proximately a 3:1 ratio. In addition, in the training set, 10 % of the data
is allocated for validation. It is worth noting that the distribution of the
two classes in each set is the same (58 % for non-hate speech and 42 %
for hate speech). More details about the dataset can be found in Basile
etal. [13].
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Table 2
Counts of the labeled tweets from non-hate speech and hate
speech in HatEval dataset.

Class Training Validation Test
Non-hate speech 2643 278 940
Hate speech 1857 222 660
Total 4,500 500 1,600

3.4. Evaluation metrics

The standard evaluation metrics for natural language processing tasks
are considered, i.e., Accuracy, Precision, Recall, and F1 scores [13].
The Accuracy score measures the overall correctness of the model’s
predictions, and it is computed as follows:

TP+TN

) @
TP+TN+FP+FN

Accuracy =

being TP the number of true positives, TN the number of true neg-
atives, FP the number of false positives, and FN the number of false
negatives.

Precision measures the ratio of correctly predicted instances of a
particular class to the total number of instances predicted for that class:

Precision = L 2
TP+FP

Recall calculates the ratio of correctly predicted instances of a par-
ticular class to the total number of instances of that class in the gold
standard:

TP

Recall = ————. 3
TP+ FN

Finally, F1 score is the harmonic mean of Precision and Recall:

_ 2 X Precision X Recall
Precision + Recall

F1 (C))

In order to make comparisons with results from the state-of-the-art,
macro-averaged versions of Precision, Recall, and F1 are used. Macro-
averaged scores are calculated independently for each class, and then
the average is taken across all classes. Therefore, from now on, these
metrics are referred to as Precisiony;, Recally;, and F1;, respectively.

4. Experimental results

This section describes the experimental settings, the comparison of SHS-
ALBETO with other competing models, an analysis of its advantages, and
the comparison of SHS-ALBETO with the state-of-the-art.

4.1. Experimental settings

The SHS-ALBETO approach and the competing models have been trained
and fine-tuned with specific hyperparameter values. Moreover, to en-
sure fair comparisons, all models have been configured with the same
training setups and hyperparameters. The learning parameters include
the drop-out rate, learning rate, loss function, optimizer, and weight
decay, while the training parameters consist of the batch size and the
number of epochs. Table 3 shows the tested values for every hyperpa-
rameter and the final selected value for each one. The validation data
from HatEval dataset has been considered for this experimentation, and
the performance has been assessed with F1; score. First, for each learn-
ing parameter, the values indicated in the order listed have been tested
(with the exception of the loss function and the optimizer, which are
kept constant throughout the experimentation). After that, experiments
have been conducted on the training parameters in the same way. In
order to assess the model robustness, a sensitivity analysis is conducted.
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Table 3
Tested values and selected values of the hyperparameters for SHS-
ALBETO and the competing models.

Hyperparameter Tested values Selected value

Drop-out rate
Learning rate
Loss function

0.01, 0.05, 0.1, 0.2, 0.3 0.1
10, 2-10°%, 5107, 10#, 1073 2:10°
Binary cross entropy Binary cross entropy

Optimizer Adam Adam
Weight decay 10, 104, 107, 102, 10" 102
Batch size 1,2,4,8,16, 32, 64 32

Number of epochs 1,2,3,...,18,19,20 (see Table 4)

Table 4

F1,; scores obtained by SHS-ALBETO and other competing models for each num-
ber of epochs in validation data of HatEval dataset. The best values appear in
bold.

No. of epochs SHS-ALBETO ALBETO; mBERT BETO DistilBETO
1 0.737 0.690 0.737 0.780 0.809
2 0.806 0.756 0.807 0.829 0.833
3 0.810 0.788 0.825 0.839 0.838
4 0.821 0.790 0.825 0.841 0.835
5 0.831 0.808 0.831 0.855 0.852
6 0.838 0.827 0.841 0.848 0.851
7 0.819 0.833 0.838 0.854 0.842
8 0.832 0.819 0.821 0.857 0.855
9 0.831 0.809 0.826 0.852 0.852
10 0.830 0.822 0.822 0.844 0.851
11 0.820 0.812 0.820 0.851 0.848
12 0.819 0.796 0.829 0.849 0.846
13 0.829 0.795 0.826 0.840 0.846
14 0.820 0.807 0.820 0.845 0.840
15 0.823 0.818 0.821 0.847 0.840
16 0.826 0.824 0.812 0.850 0.846
17 0.828 0.817 0.834 0.846 0.850
18 0.823 0.806 0.816 0.848 0.836
19 0.830 0.813 0.828 0.843 0.850
20 0.813 0.814 0.823 0.850 0.841

The average percentage of variation in the performance for each hy-
perparameter studied is reported: 2.48 % for drop-out rate, 1.55 % for
learning rate, 2.70 % for weight decay, and 4.88 % for batch size.

Particularly, the number of epochs has been studied for each model,
in order to analyze the effect of increasing this number (from 1 to 20).
Table 4 presents the F1,; scores obtained with SHS-ALBETO and with
the other competing models for every number of epochs in the validation
data of HatEval dataset.

It can be observed in Table 4 that the best values for the number
of epochs have ranged from 6 to 8. As for the model robustness, the
percentage of variation for number of epochs in every model is: 13.70 %
for SHS-ALBETO, 20.72 % for ALBETO, 14.11 % for mBERT, 9.87 %
for BETO, and 5.69 % for DistilBETO. Besides, the selection of the best
number of epochs is supported by Fig. 3, which displays the curve for the
F1y; score and the loss function obtained by the five models analyzed.
Each figure shows that the F1,; score attains its maximum when loss
function reaches its minimum. Note that no overfitting arises.

Therefore, the subsequent experiments have been performed with the
optimal number of epochs for each model. With these configurations, the
SHS-ALBETO approach and the other models have been trained and eval-
uated using the combined training and validation subsets from HatEval
dataset, while the test data has been used to assess their performance.

Regarding the experimental platform, the experiments have been
performed using Google Colab,? which provides a single CUDA device
Tesla T4, with 16GB RAM. Version 8302 has been used for the NVIDIA
CUDA® Deep Neural Network library (cuDNN), and the models have
been developed using Python (version 3.7.14).

2 https://colab.research.google.com/
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Fig. 3. F1); score and loss function curves obtained by SHS-ALBETO and other competing models on HatEval dataset.

Table 5
Comparison of the performance and execution time (ET; seconds) for
SHS-ALBETO and other competing models on HatEval dataset.

Model Accuracy  Precisiony Recally Fly ET (s)
SHS-ALBETO 0.785 0.779 0.785 0.781 241
ALBETO; 0.754 0.747 0.740 0.743 132
mBERT 0.727 0.734 0.740 0.726 1819
BETO 0.769 0.768 0.777 0.767 2248
DistilBETO 0.776 0.769 0.774 0.771 1465

4.2. Comparing SHS-ALBETO with other competing models

This subsection presents the comparison between the SHS-ALBETO
approach and the competing models of ALBETO;, mBERT, BETO,
and DistilBETO. Table 5 shows the results for the evaluation metrics
considered, and the execution times (ET) are additionally presented.
Furthermore, Fig. 4 graphically illustrates the results obtained.

The results reported in Table 5 reveal that SHS-ALBETO has achieved
the highest performance in all the evaluation metrics. DistilBETO has ob-
tained the second best result in Accuracy, Precisiony;, and F1,; scores,
while BETO has achieved the second best result in Recally;. As for the
execution times, SHS-ALBETO has achieved the second fastest execu-
tion time, only surpassed by ALBETOr, being one order of magnitude

lower than the rest of the models. To further analyze the results, Table 6
presents the percentage improvements achieved by the SHS-ALBETO
approach with respect to the compared models.

Based on the results from Table 6, SHS-ALBETO has demonstrated
improvements over all the compared models. On average, SHS-ALBETO
has achieved improvements of 3.83 % in Accuracy, 3.29 % in Precisiony,
3.65 % in Recally;, and 3.95 % in F1,; scores in comparison to the other
models. More specifically, the percentage improvement average in the
four evaluation metrics studied with respect to ALBETOr is 4.90 %. As
for the other models, these improvements are: 6.94 % regarding mBERT,
being 6.55 times faster; 1.59 % regarding BETO, being 8.33 times faster;
and 1.29 % regarding DistilBETO, being 5.08 times faster. Overall, the
SHS-ALBETO approach demonstrated superior performance compared
to the other competing models, with improvements in evaluation metrics
while maintaining competitive execution time.

4.3. Analyzing the advantages of SHS-ALBETO

In this subsection, an extensive analysis of the SHS-ALBETO approach
is performed in order to examine its advantages when it is applied to
detect hate speech in Spanish.

Firstly, Table 7 compares the counts of the number of true posi-
tives, true negatives, false positives, and false negatives obtained by
SHS-ALBETO and by the competing models in HatEval dataset. The last
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Fig. 4. Comparison of the performance metrics and execution times (ET; seconds) for SHS-ALBETO and for other competing models on HatEval dataset.

Table 6
Percentage improvements obtained from the comparison between SHS-
ALBETO and other competing models analyzed on HatEval dataset.

Model Accuracy  Precisiony;  Recally,  Fly ET

ALBETO; 411 % 4.28 % 6.08 % 511% —45.23%

mBERT 7.98 % 6.13 % 6.08 % 7.58%  654.77 %

BETO 2.08 % 1.43% 1.03 % 1.83%  832.78%

DistilBETO  1.16 % 1.30 % 1.42 % 1.30%  507.88 %

Average 3.83% 3.29% 3.65 % 3.95%  487.55%
Table 7

Number of True Positives (TP), True Negatives (TN), False
Positives (FP), and False Negatives (FN) obtained by SHS-
ALBETO approach and the competing models in HatEval

dataset.
Model TP TN FP FN
SHS-ALBETO 516 740 200 144
ALBETO; 438 768 172 222
mBERT 539 624 316 121
BETO 543 687 253 117
DistilBETO 505 736 204 155
In common 354 514 73 54

row presents the number of instances shared by all. These results reveal
that more than half of the tweets, 54.25 %, are accurately predicted by
all models, indicating a reasonable agreement among them. However, a
small percentage of 7.94 % are wrongly predicted by all of them, sug-
gesting some common challenges in identifying hate speech in those
instances. In order to provide further visual support, Fig. 5 depicts these
counts.

In order to analyze in depth the source of errors in model predictions,
Table 8 shows a count of False Positives and False Negatives obtained
by all models in common. The source or error type is classified into four
categories: context (irony, sarcasm, rhetorical language, etc.), dialecti-
cal variations, typographical errors (spelling or writing), and mislabeled
tweets by expert annotators of HatEval dataset. As can be seen, the con-
text is the main cause of wrong model predictions, accounting for 85 %
of the False Positives and 69 % of the False Negatives in the language
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Fig. 5. Counts of True Positives (TP), True Negatives (TN), False Positives (FP),
and False Negatives (FN) obtained by SHS-ALBETO approach and the competing
models in HatEval dataset.

Table 8

Analysis of error types in tweets classified as False Positives
(FP) and False Negatives (FN) by SHS-ALBETO approach and
the competing models in HatEval dataset.

Error type Fp FN
Context 62 37
Dialectical variations 9 7
Typographical errors 1 6
Incorrectly labeled tweets 1 4
Total 73 54

models. Then, the second main cause is the dialectical variations (around
12-13 % in False Positives and False Negatives) that the Spanish lan-
guage has, since it is a language spoken in around twenty countries. The
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Examples of correctly predicted tweets (and their English translation) by SHS-ALBETO approach and incorrectly
predicted by all the other models (ALBETO;, mBERT, BETO, and DistilBETO) in HatEval dataset. 0 means

non-hate speech, and 1 means hate speech.

Tweet text

True Predicted label

label SHS-ALBETO Other models

Y una valla de seis metros con concertinas en la salida
de todos los vuelos que vengan de UK que ya estoy
hasta los cojones de simios. (And a six-meter fence
with concertina mesh at the exit of all the flights
that come from the UK because I am fucking sick of
apes.)

Las mujeres son la puta cagada mi hermano (Women
are the fucking shit my brother)

117 inmigrantes subsaharianos dejan a siete guardias
heridos en un salto a la valla de Ceuta (117 Sub-
Saharan inmigrants leave seven guards injured in

a jump over the Ceuta fence)

Calla, que yo también soy “mora de mierda”, “gitana
asquerosa” o “sudaca”, algunos atin no se han enterado
de que soy andaluza, hija y nieta de andaluces y parece
que tampoco me integro. (Shut up, I am also a “shit
Moorish”, “disgusting gypsy” or “spic”, some have
not yet found out that I am Andalusian, daughter
and granddaughter of Andalusians and it seems that
I do not fit in either.)

1 1 0

Table 10

Examples of incorrectly predicted tweets (and their English translation) by all the models. 0 means non-hate

speech, and 1 means hate speech.

Tweet text

True label Predicted label

Si algtin dia tengo una hija lo primero que voy a en-
sefiarle es a trabajar, para que no tenga que andar de
puta para que le regalen todo. (If one day I have a
daughter the first thing I am going to teach her is
to work, so she does not have to be a whore to get
everything for free.)

A este le dejaba yo enganchado en las concertinas. (I
left this one hooked on the concertinas.)
Especialmente mds ricos y con mds inmigrantes son es-
tos 3. Y si, hay causa efectos. Otra cosa es que solo os
guste “la negra” Niurka Montalvo cuando gana medal-
las como a Le Pen le gusta “el moro” Mbappé cuando
le hace ganar un mundial. (Especially richer and with
more immigrants are these 3. And yes, there are
causes and effects. Another thing is that you only
like “the black” Niurka Montalvo when she wins
medals as Le Pen likes “the Moorish” Mbappé when
he makes her win a World Cup.)

Q estupides q diga q una mujer es puta por “perrear”
capaz hay una q no y es tremenda trola aunque de
igual forma no les tendria pq importar (How stupid
to say that a woman is a whore for “grind”, maybe
there is one that is not, and it is tremendous lie
although in the same way they would not have to
care)

1 0

typographical errors, very common in social networks and even more so
in the hurried writing that characterizes this social network, also influ-
ence the erroneous predictions of the models. Lastly, several incorrectly
labeled tweets have been found in the dataset that led to False Positives
and False Negatives. All these types of errors are hereafter analyzed in
detail.

Now, Table 9 provides some examples of correctly predicted tweets
by SHS-ALBETO and that are wrongly predicted by the competing mod-
els. The first two tweets contain hate speech, as both tweets include
insults directed at immigrants and women, respectively. The context is
clear, but all the other models fail in their predictions. As for the last
two tweets, they actually do not contain hate speech. The third tweet
does not include insults, but it has been wrongly predicted by all the

other models. And the last tweet contains many insults, but in that con-
text they are not offensive. In this case, SHS-ALBETO gets its prediction
right, while the other models do not.

Furthermore, several examples of incorrectly predicted tweets by
SHS-ALBETO and all the competing models are shown in Table 10. This
demonstrates that hate speech detection is a challenging task. As can
be observed, these wrongly predicted tweets have in common the im-
portance of the context. In the first tweet, the language models did
not label this tweet as hate speech because they did not recognize the
misogynistic undertone of the use of the term “whore” as an insult to
denigrate women, failing to adequately understand the context of sex
discrimination. The second tweet does not contain any insult, but the
models ignored the violent implication of the phrase “hooked on the
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Table 11

Examples of incorrectly labeled tweets by the annotators of HatEval dataset (and their English translation),

with the predictions by SHS-ALBETO approach and other models. 0 means non-hate speech, and 1 means hate

speech.

Tweet text True label Predicted label

Miriam trasmite lo mismo que Cepeda, una puta mierda. Claro que 1 0
Mireya no se merecia la nominacion, pero Cepeda si. (Miriam

transmits the same as Cepeda, a fucking piece of shit. Of

course, Mireya did not deserve the nomination, but Cepeda

did.)

Aqui un sefior humorista llamando “Mala Puta” a Inés Arrimadas 1 0
(supuestamente) (Here a comedian gentleman calling Inés

Arrimadas “Bad Whore” (supposedly))

hola, solo te escribo para llamarte puta. Un saludo y espero que 0 1
mueras a manos de un moro inmigrante. (hi, I am only writing to

call you a whore. Greetings and I hope you die at the hands of

a Moorish immigrant.)

Con la cara de monos que tienen asi guarros de donde iban a ser? 0 1
Colombianos, la policia se pudo los guantes y los hizo salir a todos

al rellano, al sudaka que es asqueroso, el tipico barrigén sucio...

(With the monkey face they have like that, where would they

be from? Colombians, the police put on their gloves and made

them all go out onto the landing, the sudaca who is disgusting,

the typical dirty paunchy...)

concertinas”, which suggests harm or injury to another person. In addi-
tion, this tweet promotes hostility toward immigrants, as concertinas
are placed at borders between countries. As for the third tweet, the
models mistakenly classify it as hate speech because it includes several
insults related to people of another race or religion (“the black” and
“the Moorish”), when it actually criticizes the selective admiration of
people based on their achievements. In this case, the models have failed
to understand the nuanced criticism and the underlying sociopolitical
context. And the error in the prediction of the last tweet is along the
lines of the previous one. It seems that the models focused on the use
of the word “whore”, often considered derogatory, without understand-
ing that the tweet criticizes women being judged for their actions. In
this case, the tweet questions harmful stereotypes and defends women’s
autonomy.

Lastly, some examples of incorrectly labeled tweets by the expert
annotators of HatEval dataset are presented in Table 11. These instances
represent examples of human errors in data labeling, which induce an
adverse impact on the performance of SHS-ALBETO and other models,
potentially leading to less accurate results. The first and second tweets
have been labeled as hate speech, but it does not appear to be the case,
so the predictions seem to be correct. Regarding the third and fourth
tweets, the annotators labeled them as non-hate speech, even though
there are explicit insults against women and immigrants.

In conclusion, the conducted analyses have highlighted several chal-
lenges and issues that language models face when dealing with social
media language, where users often do not prioritize careful writing or
clear explanations. Sometimes both grammatical and spelling mistakes
are present in online content, which negatively impacts in the perfor-
mance of these language models. Moreover, the models can struggle with
other expressions in human language, such as sarcasm and irony, which
may be more or less implicit in the context. Furthermore, it is shown
that certain content poses challenges to be accurately labeled even by
experts in the field, thus demonstrating that it is very difficult to achieve
high accuracy rates in models’ predictions. All this highlights the value
of the better performance obtained by SHS-ALBETO.

4.4. Comparing SHS-ALBETO with the state-of-the-art

Finally, the comparison of the SHS-ALBETO approach with the state-
of-the-art proposals is presented in this subsection. Table 12 shows the
results in the evaluation metrics considered for SHS-ALBETO and for
each one of the proposals in the scientific literature. The symbol “-” is
presented when a proposal does not report the corresponding score.

Table 12
Comparison of the performance for SHS-ALBETO approach and for state-of-the-
art proposals on HatEval dataset.

Proposal Accuracy Precision,; Recally, Fly

SHS-ALBETO 0.785 0.779 0.785 0.781
SVC Baseline (Basile et al. [13]) 0.705 0.701 0.707 0.701
CiTIUS-COLE (Almatarneh et al. [14]) 0.660 - - 0.640
CIC (Ameer et al. [15]) - - - 0.727
MineriaUNAM (Argota Vega et al. [16]) - - - 0.730
GSI-UPM (Benito et al. [17]) 0.728 0.726 0.733 0.725
UA (Perell6 et al. [18]) 0.731 - - 0.722
SINAI (Plaza-del-Arco et al. [19]) 0.711 0.707 0.713 0.707
Grunn2019 (Zhang et al. [20]) 0.708 - - 0.701
Saagie (Benballa et al. [21]) - - - 0.717
STUFIIT (Bojkovsky and Pikuliak [22])  0.710 0.700 0.700 0.700
MITRE (Gertner et al. [23]) - - - 0.729
INGEOTEC (Graff et al. [24]) 0.710 - - 0.710
TuEval (Manolescu et al. [25]) 0.630 0.618 0.617 0.617
SINAI-DL (Montejo-Réez et al. [26]) - - - 0.686
Tw-StAR (Mulki et al. [27]) 0.700 0.700 0.710 0.700
HATERecognizer (Nina-Alcocer [28]) 0.735 - - 0.729
UTFPR (Paetzold et al. [29]) - - - 0.664
UNBNLP (Parizi et al. [30]) 0.710 0.700 0.690 0.690
GL (De la Peiia [31]) 0.723 0.717 0.722 0.718
Atalaya (Pérez and Luque [32]) 0.731 - - 0.730
Vista.ue (Raiyani et al. [33]) - 0.596 0.593 0.594
INF-HatEval (Ribeiro and Silva [34]) 0.696 0.708 0.712 0.696
Know-Center (Winter and Kern [35]) - - - 0.720
1tl-uni-due (Zhang et al. [36]) - - - 0.696
MC-BERT4HATE (Sohn and Lee [37]) 0.769 - - 0.766
Vote-uni +bi (Plaza-del-Arco et al. [38]) 0.754 0.747 0.739 0.742
XLM-R (Ranasinghe and Zampieri [39]) - - - 0.751
AWE + LF (Garcia-Diaz et al. [40]) - - - 0.755
BETO (Plaza-del-Arco et al. [41]) - 0.777 0.786 0.776
ZS-CL (Zia et al. [42]) - - - 0.730
KI-LF-BF (Garcia-Diaz et al. [43]) 0.771 - - 0.768
Average others 0.716 0.700 0.702 0.711

From the results reported in Table 12, where 32 different propos-
als from the last five years are compared, it can be concluded that
SHS-ALBETO has achieved the best results in Accuracy, Precision,;, and
F1y; scores, and the second best one in Recally;. In particular, the av-
erage percentage improvements achieved by SHS-ALBETO regarding
the state-of-the-art proposals are 9.93 % for Accuracy, 11.87 % for
Precisiony;, 12.45 % for Recally;, and 10.24 % for F1,; scores. Fig. 6 vi-
sually summarizes the comparison between the SHS-ALBETO approach
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Fig. 6. Comparison of performance metrics for SHS-ALBETO approach and for
state-of-the-art proposals on HatEval dataset.

and state-of-the-art proposals, presenting their results across all the
evaluation metrics analyzed.

In order to show in a visual way the improvement of SHS-ALBETO,
Fig. 7 presents the histogram and the boxplot for the F1y; scores of
the state-of-the-art proposals together with a dashed red line marking
the F1y; score provided by SHS-ALBETO. As can be seen, SHS-ALBETO
has outperformed the state-of-the-art proposals when solving the task of
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detecting online hate speech in Spanish. It can be observed that the F1y;
scores obtained by the state-of-the-art proposals are concentrated in the
range of 0.59-0.78. Besides, the distribution is negatively skewed. There
are several lower outliers and the average and median values (0.711 and
0.718, respectively) are slightly shifted. Overall, this histogram and the
boxplot emphasize the improvement achieved by the SHS-ALBETO ap-
proach in terms of F1y; scores, providing a clear visual representation
of how SHS-ALBETO outperforms the state-of-the-art proposals, further
supporting the conclusion drawn from the obtained results.

5. Conclusions

The proliferation of social media content has led to an increase in hate
speech by users. The task of automatic detection of hate speech is very
difficult and challenging, particularly in the Spanish language, which
has still received little attention so far.

In this work, an approach based on a transformer-based deep learn-
ing model, Spanish Hate Speech detection with ALBETO (SHS-ALBETO),
is developed for detecting online hate speech in Spanish online con-
tent. SHS-ALBETO is trained, analyzed, and evaluated by using Spanish
tweets from HatEval dataset, and its performance is assessed using com-
mon natural language processing metrics. For this purpose, SHS-ALBETO
is compared with other competing models, such as multilingual BERT,
BETO, and DistilBETO, and the obtained results have shown that SHS-
ALBETO has improved upon them. The comparison with the existing
state-of-the-art proposals is conducted, and SHS-ALBETO has outper-
formed them obtaining average percentage improvements of 9.93 % for
Accuracy, 11.87 % for Precisiony;, 12.45 % for Recally;, and 10.24 % for
F1,; scores. Moreover, an exhaustive analysis of the advantages of SHS-
ALBETO has identified several challenges when addressing hate speech
detection: special features of the context of human language, such as
sarcasm or irony, the presence of grammatical and spelling errors, and
even the difficulties in categorizing certain content as hate speech or not
by experts. Overall, this work has highlighted the potential of the SHS-
ALBETO approach to automatically recognize hate speech in Spanish
content despite its technical difficulties.

Regarding future research, the SHS-ALBETO approach will be vali-
dated on new datasets that capture possible new trends in online hate
speech in the Spanish language. More specifically, the dataset developed
by the Hatemedia Project [48] (publicly available during 2026) will be
used. Moreover, another plan is to expand this analysis to include other
datasets from different real-world scenarios, such as online forums and
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Fig. 7. Histogram and boxplot for F1,; scores obtained by the state-of-the-art proposals. F1,; score of SHS-ALBETO approach is represented as a dashed red line.
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other social networks, which may present unique linguistic and soci-
olinguistic phenomena related to the production and perception of hate
speech. Furthermore, it is intended to incorporate the latest GPT-based
models, which have demonstrated superior performance in various nat-
ural language tasks. The use of these models could enhance the detection
and analysis of hate speech in online contexts. Additionally, the use of
generative adversarial networks will be explored to assess the models’
noise-handling capabilities and overall robustness.
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