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Abstract

This study investigates the impact of Artificial Intelligence (Al) on society, business, and management, using a qualitative
approach centered on the analysis of interviews and a review of literature. Text mining techniques were applied through the
KH Coder tool, allowing for a detailed exploration of how Al is transforming these three dimensions. The results reveal
significant changes in management practices, deep economic impacts, and relevant social changes brought about by the rapid
adoption of Al The originality of this study lies in the combination of qualitative analysis with the exploration of textual
data, providing a comprehensive view of the ethical and practical implications of Al It also acknowledges limitations, such
as the rapid pace of technological development and the potential bias in the perceptions collected. This work contributes to
a better understanding of the challenges and opportunities presented by Al, and suggests pathways for ethical and effective

integration.
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1 Introduction

Throughout history, each technological innovation has
brought challenges and opportunities, from the Industrial
Revolution to the era of digital transformation. However,
Artificial Intelligence (Al) stands out for its ability to learn
and adapt quickly to its context, leading to faster and more
profound impacts. The Al revolution is having a significant
effect on the transformation of society, people’s lives, busi-
nesses, and employment, often in challenging ways. It is
crucial to prepare society for these changes to maximize
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the benefits of Al and minimize its risks and disadvantages,
making it accessible to as broad a range of users as possible
(Makridakis 2017a, b).

Artificial Intelligence is a powerful technology with the
potential to profoundly and broadly transform society, the
economy, and management (Fosso Wamba et al. 2021a, b).
The importance of Al lies in its ability to solve complex
problems and improve people’s quality of life, driving eco-
nomic growth and innovation (Leavy 2023a, b). This study
aims to map the current impact of Al and anticipate its
future potential, outlining paths for the ethical and effective
integration of Al into contemporary social and economic
structures.

In society, Al can improve the quality of life in areas
such as healthcare, education, security, and transportation
by personalizing services and optimizing processes. Prepar-
ing society for both the benefits and risks of Al is crucial to
maximizing its advantages while minimizing the risks and
downsides (Sharma 2023a, b).

Economically, Al-driven automation and advanced data
analysis are transforming value chains, boosting productiv-
ity, and stimulating innovation. Al has the potential to influ-
ence the formulation and implementation of economic poli-
cies, enabling more dynamic and responsive management
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of economic crises and real-time policy adjustments (Kaul
2022).

In management, Al helps companies optimize processes,
reduce costs, and increase efficiency. It also facilitates the
development of new management tools, such as demand
forecasting systems and risk management platforms, promot-
ing more accurate and proactive management (Ramachan-
dran et al. 2023b). The use of Al in decision-making is
becoming prevalent across various industries, such as
finance, healthcare, and transportation, highlighting the need
for a comprehensive understanding of the ethical implica-
tions of Al (Panduro-Ramirez et al. 2023). Al plays a crucial
role in risk management by offering advanced methods for
organizing knowledge, identifying, assessing, and visual-
izing risks efficiently (Holtz et al. 2023).

However, the impacts of Al are not solely positive and
bring significant challenges, such as the need to adapt work-
ers’ skills, mitigate algorithmic errors, and ensure that Al
development and implementation are ethical and fair. It is
essential for governments and businesses to invest in reskill-
ing and education programs to prepare the workforce for the
future, in addition to developing standards and regulations
that ensure the ethical and responsible use of Al (Feijéo and
Kwon 2020).

The research problem is the need to comprehensively
and thoroughly understand the impact of Al on society,
the economy, and management, as well as the ethical and
practical challenges that arise from this process. This study
addresses critical gaps in the literature regarding the holistic
impact of Al on society, business, and management. While
numerous reviews have explored these domains in isolation,
few have integrated qualitative insights with text mining to
reveal the nuanced interactions between AI’s technological
advances and their socio-economic implications. In con-
trast to existing literature that often segregates the analysis
of AI’s impacts into distinct economic, social, or manage-
rial facets, this study employs a comprehensive qualitative
approach. By synthesizing interviews with a diverse range
of professionals, it uncovers the interconnected effects of Al
across these domains, offering a multidimensional perspec-
tive that is scarcely addressed in current reviews.

The objective of this study is to address these gaps by
offering an in-depth view of the dynamics, opportunities,
and challenges associated with the implementation of Al
in various scenarios. This problem is particularly relevant
due to the ability of this technology to broadly influence all
aspects of human life, raising crucial questions about fair-
ness, privacy, and technological governance (Sharma 2023a,
b). Understanding these dynamics is essential to ensure a
balanced and sustainable development of Al, maximizing
social and economic benefits while minimizing risks.

As Al technologies evolve at an unprecedented pace, they
catalyze profound changes across various domains—altering
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job structures, influencing economic policies, and reshaping
societal norms. However, despite its widespread adoption,
the comprehensive impact of Al remains underexplored,
with most studies tending to focus on isolated aspects of
its influence. This gap highlights the need for an integrated
analysis that considers the symbiotic relationships Al fos-
ters across these critical areas. Consequently, this study is
driven by the fundamental research question: “How does
Al impact Society, the Economy, and Management?” By
addressing this question, we aim to unravel the multifac-
eted dynamics of Al, offering insights into its transforma-
tive capabilities and the overarching challenges it presents,
thereby guiding strategic integration and policy formulation
to harness its potential responsibly.

The main themes of this study include automation, trans-
formation, evolution, personalization, society, labor market,
ethics, and regulation. The variables to consider involve
measurements of social, economic, and management impact,
as well as indicators of technological acceptance and ethical
regulations.

This study is structured by an introduction that presents
the theme “The Impact of Artificial Intelligence on Soci-
ety, Economy, and Management”; followed by the literature
review, which analyzes articles on three main areas: “Arti-
ficial Intelligence in Society,” “Artificial Intelligence in the
Economy,” and “Artificial Intelligence in Management.” The
methodology describes a qualitative approach centered on a
book of interviews regarding the impact of Al on society and
the labor market. The data analysis was conducted through
the text-mining tool KH Coder, and the discussion addresses
the results obtained in the qualitative analysis in comparison
with the literature from various authors. Finally, the conclu-
sion synthesizes the results, presents the final insights on the
impact of Al, and acknowledges the research limitations,
such as sample restrictions and the constant technological
evolution.

Each chapter is supported by recent literature, ensuring a
robust and up-to-date analysis of the trends and challenges
associated with the rapid advancement of Al. This struc-
ture facilitates a comprehensive understanding of the topic
and guides the reader through the theoretical and practical
complexities that shape the contemporary landscape of Al.

2 Literature review
2.1 Impact of Al in society

Artificial Intelligence (Al) is defined as systems of machines
or computers capable of learning and performing tasks
typically associated with human intelligence. Initiated as
a research project in 1956 at Dartmouth College, Al has
evolved significantly, especially in the last 5 years, with
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advancements in algorithms, big data, and cloud computing
(Fosso Wamba et al. 2021a, b).

Al has the potential to provoke significant changes
across all aspects of society, comparable to the Industrial
and Digital Revolutions. These changes include highly inter-
connected organizations, decisions based on the analysis of
large volumes of data, and intensified global competition
among companies (Makridakis 2017a, b). Al can be applied
for social good in various areas, including economic crisis
response, economic growth, education, environmental chal-
lenges, equality and inclusion, health, combating hunger,
information verification, infrastructure management, public
administration, and security and justice (Fosso Wamba et al.
2021a, b). In addition, AI can help address the complexi-
ties in global coordination required to solve global problems
such as climate change and antimicrobial resistance (Floridi
et al. 2018).

Businesses will face substantial transformations,
requiring innovation, adaptation to new technologies, and
increased competitiveness. The Al revolution will have a
considerable impact on employment patterns, with automa-
tion and Al usage creating new work and leisure patterns
and altering the nature of employment (Makridakis 2017a,
b). General-purpose technologies (GPTs) can revitalize
traditional industries, create new jobs, and drive economic
growth (Sharma 2023a, b).

Regulation of Al and global collaboration are essential
to mitigate risks and ensure that benefits are widely shared
without compromising responsible approaches due to com-
petition among nations and companies. The goal will always
be to support Al implementation that respects and promotes
essential human values (Farina et al. 2022). This phenom-
enon challenges concepts of intelligence, creativity, and
ethics, reflecting humanity and requiring reconsiderations
of socio-economic systems, social policies, and notions of
justice and inclusion (Manyika 2022).

There are concerns that Al-driven automation could
increase unemployment and intensify economic inequali-
ties, although it could also create jobs in innovative sec-
tors (Sharma 2023a, b). It is important to address ethical
challenges and the need for robust regulation concerning
privacy, security, and the misuse of Al (Sharma 2023a, b).
The impact of Al will be profound on society, people's lives,
businesses, and employment in significant and challenging
ways. This underscores the importance of preparing society
for these changes, maximizing AI’s benefits while minimiz-
ing its risks (Makridakis 2017a, b). It is essential to create an
action plan that defines AI’s role in society, promoting tech-
nological design that is aware of social impacts and reduces
antisocial behaviors (Ullrich and Diefenbach 2023).

The integration of Al into society emerges as an emergent
social agent, operating rapidly and unexpectedly, requir-
ing new approaches to understand and measure its impact.

Machines can improve efficiency and effectiveness in vari-
ous domains but also create ethical risks and challenges that
need to be managed. Preparing the workforce adequately and
developing policies for ethical and equitable Al implementa-
tion is increasingly important. Governments and companies
must collaborate to create an environment that maximizes
AT’s benefits while mitigating negative impacts on society
and the economy (Quandt 2022).

One of the greatest challenges will be leveraging Al tech-
nologies’ benefits and ensuring everyone has access to these
benefits. New opportunities for products, services, and pro-
ductivity improvements should be explored while avoiding
increased unemployment and greater economic inequalities
(Makridakis 2017a, b). It is crucial to prepare society for the
changes brought by Al, ensuring ethical and equitable imple-
mentation. Governments and companies must collaborate to
create an environment that maximizes AI’s benefits while
mitigating negative impacts on society and the economy
(Manyika 2022). Public and political participation in the
Al era is crucial, along with the need for robust policies
regulating Al development and use ethically and responsibly
(Shiroishi et al. 2019).

The European Union promotes an inclusive vision of Al,
based on European values such as human dignity, privacy,
and democracy. The European Commission, through the
Artificial Intelligence Act of 2021, proposes a risk-based
approach to regulating Al, categorizing systems into differ-
ent risk levels: unacceptable, high, limited, and minimal or
no risk (Roberts et al. 2021). On the other hand, the United
States adopts a more liberal approach, focusing on limiting
excessive regulation and promoting innovation. The Ameri-
can vision for a “good Al society” prioritizes national and
global competitiveness and leadership in research and devel-
opment, with less emphasis on strict regulations to protect
individual rights and fundamental values (Roberts et al.
2021). Despite differences in AI management approaches,
both the European Union and the United States recognize
the importance of international dialog and cooperation.
Initiatives like the Global Partnership on Artificial Intelli-
gence (GPAI) and adherence to OECD Al ethics principles
demonstrate common ground for transatlantic cooperation
(Roberts et al. 2021).

The transformative role of Al in modern societies has
been extensively documented in the literature. Seminal
works by Makridakis (2017a, b) and Leavy (2023a, b),
which are among the most cited in the field, describe AI’s
broad economic implications and its potential to disrupt tra-
ditional business models and employment patterns. These
studies provide a robust framework for understanding the
macroeconomic shifts driven by Al technologies. Similarly,
the work of Fosso Wamba et al. (2021a, b) offers compre-
hensive insights into AI’s impact on management practices,
particularly in operations and supply chain management,
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highlighting how Al-driven automation enhances produc-
tivity and innovation capabilities.

However, while these high-impact studies lay a solid
foundation, they often overlook the nuanced interactions
between Al and socio-economic structures at a micro-level.
For instance, Sharma (2023a, b) emphasizes Al’s role in
personalized services and its potential to significantly alter
consumer behavior and societal norms. Yet, there remains
a gap in the literature regarding the comprehensive assess-
ment of these personal impacts and their broader societal
implications.

Our study aims to bridge this gap by not only synthesizing
findings from these seminal works but also by introducing a
novel qualitative analysis that captures the subtleties of AI’s
influence across different societal segments. By employing a
mixed-methods approach, this research will extend the cur-
rent understanding of AI’s impact, providing a more detailed
exploration of the interplay between technological advance-
ments and socio-economic changes.

2.2 Impact of Al in economics

Artificial Intelligence (Al) is viewed as an enhancement of
statistical techniques, enabling detailed analysis of large data
volumes, resulting in more accurate predictions and reduced
forecasting costs (Leavy 2023a, b). Technological changes
in economic belief formation indicate that economists have
started to incorporate Al methods into learning about expec-
tations and exploring the concept of Al agents. However,
these concepts are primarily used as tools to solve models
without directly considering technology’s influence on belief
formation (Svetlova 2022).

The enormous amount of data produced today necessi-
tates the use of Al to organize and identify hidden corre-
lations, extracting value from vast datasets. In behavioral
economics, Al can significantly impact understanding and
modeling behavior in areas such as social networks, personal
digital censuses, and e-commerce (Rasetti 2020). Initially
applied in specific solutions, Al has yet to transform exist-
ing economic systems fully. One area where Al has had a
significant impact is in artificial prediction markets, where
machine learning algorithms replace human traders to aggre-
gate forecasts about future events, transforming economic
forecasting methods (Michalak and Wooldridge 2017).

AT has transformative potential in understanding and
modeling economic behavior, with advanced tools offering
new perspectives and improving the accuracy of economic
analysis and decision-making. Al can reduce the impact
of bounded rationality, enhancing decision-making and
making markets more rational by decreasing information
asymmetry (Rasetti 2020). AI has the potential to influ-
ence the formulation and implementation of economic
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policies, enabling more dynamic and responsive manage-
ment of economic crises and real-time policy adjustments
(Kaul 2022).

There is a need to interpret and conceptualize sustain-
able Al as a technology to maintain the stable develop-
ment of economic systems. Sustainable Al is proposed as
essential for managing environmental crises and prevent-
ing future environmental threats. Al can improve envi-
ronmental efficiency and manage natural resources more
effectively, such as in satellite image analysis to identify
environmental violations and in intelligent environmental
monitoring (Lobova et al. 2022).

Lobova et al. (2022) suggest promising areas for sus-
tainable Al in post-COVID economic and environmental
management, such as developing green finance, automated
disclosure of financial information on climate change,
automated allocation of emission quotas, and intelligent
environmental monitoring. Thus, sustainable Al has sig-
nificant potential for economic development and envi-
ronmental management, yet it remains underexplored. It
is recommended to review current approaches to better
address global challenges, such as climate change, and
integrate advanced digital technologies into economic
and environmental management to achieve a “synergistic
effect” of sustainable development (Lobova et al. 2022).

The adoption of systemic Al solutions will alter power
dynamics in industries, creating winners and losers. Al
has the potential to increase economic productivity and
living standards by accelerating innovation and creating
new products and materials. Nonetheless, it is crucial to
prepare society for these changes, including reskilling the
workforce and developing policies that ensure ethical and
equitable Al implementation (Leavy 2023a, b).

AT will positively impact the gross domestic product
(GDP) primarily through increased labor productivity
achieved by automating routine tasks, expanding workers'
skills, and adding value to their work. In the financial sec-
tor, process automation by Al has already demonstrated
improved productivity. Projections by Ernst and Young
indicate that AI will eliminate 336,000 jobs in the finan-
cial sector by 2030 while creating 37,000 new jobs in the
fintech industry (Zhang et al. 2022).

Organizations are accelerating Al adoption and invest-
ment, using it to complement rather than replace human
resources. Al will affect individuals’ social status and
change the workforce structure by eliminating low-skilled
jobs and creating new, yet undefined roles (Zhang et al.
2022). Future research directions in Al economics suggest
the need for interdisciplinary studies combining insights
from economics, ethics, and technology to better under-
stand and shape AI’s future impact on the economic field
(Kaul 2022).
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2.3 Impact of Al in management

Artificial Intelligence (Al) is increasingly integrated into
decision support systems, enhancing efficiency and accu-
racy in fields such as management, cybersecurity, market-
ing, healthcare, and finance. Various practical applications
of Al including predictive modeling, process optimization,
and decision support systems utilizing machine learning and
natural language processing, are analyzed. The benefits of
this integration include reduced decision-making time and
increased precision. However, limitations such as the need
for explainable Al systems and ethical considerations in Al
use in management remain significant (Ramachandran et al.
2023a).

The integration of Al with the Internet of Things (IoT)
and big data, along with the development of Al models, can
provide transparent and understandable decision-making
processes for stakeholders. Emphasizing the importance of
developing Al models that collaborate with humans rather
than replace them aligns automated decision-making with
human goals and values (Ramachandran et al. 2023a).

Al usage in decision-making is becoming prevalent in
various industries, such as finance, healthcare, and trans-
portation, highlighting the need for a comprehensive under-
standing of ethical implications. Implementing and regulat-
ing Al responsibly in decision-making is crucial to ensure
fair and equitable outcomes (Panduro-Ramirez et al. 2023).

Al plays a crucial role in risk management, offering
advanced methods to organize knowledge, identify, assess,
and visualize risks efficiently. Al methodologies such as
neural networks, deep learning, and machine learning are
applied to improve accuracy in risk predictions and decision-
making (Holtz et al. 2023). Despite significant opportunities
offered by Al in risk management, challenges include the
need for high-quality data to train models and interpreting
complex results. There is expected to be continual growth
in Al applications in risk management, with a significant
increase in publications and studies, indicating a future
where Al will play an even more central role in this area
(Holtz et al. 2023).

Al can improve decision-making, increase efficiency,
and enhance the accuracy of risk assessments, providing
a competitive advantage to organizations. However, issues
such as data quality, privacy, information security, technical
complexity of algorithms, and implementation costs repre-
sent significant challenges (Ramachandran et al. 2023b). A
comparison between Al methods and traditional methods
reveals that while Al offers greater speed and accuracy, its
implementation is more complex and costly (Ramachandran
et al. 2023Db).

Al is transforming customer relationship management
(CRM) by enabling large-scale data analysis and interac-
tions, potentially changing the nature of customer service.

Al allows for more accurate predictions of customer lifetime
value, enabling more tailored treatment and market segmen-
tation. The ability of Al to personalize interactions at scale
makes customer service more efficient but raises concerns
about consumer autonomy loss and increased social inequal-
ity (Libai et al. 2020).

While Al offers economic benefits such as cost reduction
and increased efficiency, it also presents regulatory chal-
lenges related to market concentration and data privacy.
More rigorous regulations are needed to balance ethical
efficiency and intensifying inequalities in access to quality
services, favoring customers with higher predicted lifetime
value (Libai et al. 2020).

Al offers various benefits in inventory management, such
as increased efficiency, improved decision-making, better
inventory control, greater visibility, and cost reduction.
There is a significant positive relationship between Al use
in inventory management and increased profitability. Organi-
zations using Al in their inventory management processes
tend to experience higher profitability levels (Dhaliwal et al.
2023). Adopting Al in inventory management can signifi-
cantly improve organizational profitability by optimizing
operations and reducing costs, justifying the adoption of
these technologies (Dhaliwal et al. 2023).

Another field where Al can improve is knowledge man-
agement, assisting in the creation, storage, retrieval, sharing,
and application of knowledge. Al can identify hidden pat-
terns in data, organize legal precedents, connect people with
similar interests, and facilitate the situational application
of knowledge (Jarrahi et al. 2023). For Al to significantly
impact knowledge management, an organizational comple-
ment that includes people, infrastructure, and processes is
necessary. This involves increasing the human role in knowl-
edge management, preparing data for Al, promoting Al lit-
eracy, developing knowledge processes, and redesigning
processes for Al integration (Jarrahi et al. 2023).

Al can enhance knowledge sharing within an organiza-
tion by connecting individuals working on similar problems
and improving team collaboration. Intelligent assistants and
Al-based tools can provide contextualized recommendations
and facilitate quick access to relevant information (Jarrahi
et al. 2023). Despite the significant opportunities Al offers
to enhance knowledge management in organizations, success
depends on a balanced approach that recognizes Al’s limita-
tions and human capabilities (Jarrahi et al. 2023).

Operations and supply chains are also increasingly
transformed by technologies such as Al, big data, and IoT,
emphasizing the need to adapt business models to new pro-
duction and consumption dynamics (Fosso Wamba et al.
2022). Practical Al applications discussed include product
recommendations, real-time production tracking, prevention
of order shipment delays, inventory shortages, and supplier
monitoring to reduce acquisition costs (Fosso Wamba et al.
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2022). Various organizational and managerial challenges
exist in Al adoption, including identifying necessary capa-
bilities and obstacles for successful implementation and the
impact of Al on operations management, production plan-
ning, and control, and performance (Fosso Wamba et al.
2022).

Ojo et al. (2019) identify specific mechanisms in organi-
zational, individual, and Al innovation contexts associated
with positive outcomes in the public sector. These mecha-
nisms include using machine learning and natural language
processing to improve citizen services and internal opera-
tions. Implementing Al solutions in the public sector faces
challenges such as limited capacity to manage large data
volumes, insufficient knowledge of machine learning among
employees, and the need to maintain privacy policies and
protection mechanisms (Ojo et al. 2019).

Al offers significant advantages over conventional meth-
ods, such as processing large data volumes, identifying pat-
terns that are difficult to detect manually, and generating
high-precision forecasts. In financial management, Al appli-
cations include credit risk analysis, portfolio management,
and fraud detection, improving forecast accuracy and risk
management effectiveness. Despite its significant potential,
Al implementation faces challenges such as system develop-
ment complexity and concerns about privacy and security
(Goel et al. 2023).

Positive results reported with Al implementation include
greater process automation, increased efficiency in citizen
services, and improvements in decision-making and risk
identification (Ojo et al. 2019). Various technical, organiza-
tional, and individual challenges exist in Al implementation,
including the need for specific Al skills and issues related to
data privacy and policy (Ojo et al. 2019).

Preparing businesses, industries, and society for the
changes brought by Al, including workforce reskilling
and developing policies to ensure ethical and equitable Al
implementation, is increasingly important. Governments and
companies must collaborate to maximize Al benefits while
mitigating negative impacts on society and the economy
(Goel et al. 2023).

2.4 Artificial Intelligence in modern society

The integration of Al into various sectors is reshaping the
economic landscape and societal structures, presenting both
opportunities and challenges. As Al technologies evolve,
they are increasingly recognized for their potential to drive
efficiency, enhance decision-making, and foster innovation
across industries. However, the rapid adoption of Al also
raises significant ethical, social, and economic implications
that must be carefully navigated to ensure that the benefits of
Al are realized while minimizing associated risks.
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AT’s role in enhancing decision-making processes is par-
ticularly evident in sectors such as finance, healthcare, and
manufacturing. By processing vast datasets and identifying
trends, Al augments human decision-making capabilities,
leading to more informed choices and improved outcomes
(Osasona et al. 2024). This capability not only enhances
operational efficiency but also empowers organizations to
respond more effectively to market demands and societal
needs. For instance, in healthcare, Al applications are revo-
lutionizing diagnostics and patient care, enabling personal-
ized treatment plans that improve patient outcomes (Bangash
et al. 2024). However, the reliance on Al for critical deci-
sion-making raises ethical concerns regarding accountability
and transparency, necessitating the establishment of robust
ethical frameworks to guide Al deployment (Akinrinola
et al. 2024; Li et al. 2024).

In the context of education, Al is transforming teach-
ing and learning methodologies, fostering innovation, and
enhancing administrative efficiency. Stakeholders in higher
education have expressed positive attitudes toward AI’s
potential to streamline processes and improve educational
outcomes (Al-Zahrani and Alasmari 2024). The imple-
mentation of Al in educational settings, however, must be
approached with caution, as it raises questions about data
privacy, algorithmic bias, and the need for ethical guide-
lines to protect students and educators alike (Hardaker 2025;
Fraidan 2024). The integration of Al into educational frame-
works can also support diversity, equity, and inclusion (DEI)
initiatives, ensuring that educational opportunities are acces-
sible to all (Karthikeyan 2024).

The economic implications of Al adoption are profound,
particularly concerning labor market dynamics. While Al
has the potential to enhance productivity and drive innova-
tion, it also poses risks of job displacement, particularly in
sectors characterized by routine tasks (Krstic 2024). Policy-
makers must, therefore, consider strategic interventions to
mitigate the adverse effects of automation on employment,
such as retraining programs and support for workers tran-
sitioning to new roles (Folorunso et al. 2024; Idoko et al.
2024). The challenge lies in balancing the benefits of Al-
driven efficiency with the need to protect and empower the
workforce, ensuring that technological advancements do not
exacerbate existing inequalities.

The societal impact of Al extends beyond economic
considerations, influencing social interactions and commu-
nity dynamics. Al technologies, particularly generative Al,
have the potential to amplify voices and foster community
engagement, particularly among youth (Muoneke 2024).
By democratizing access to information and enabling col-
laborative problem-solving, Al can facilitate meaningful
societal change aligned with the United Nations Sustain-
able Development Goals (SDGs) (Grewal et al. 2024). How-
ever, the deployment of AI must be accompanied by ethical
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considerations to prevent the perpetuation of biases and
ensure that marginalized communities are included in the
development and implementation processes (Vargas 2024).

As Al continues to evolve, the need for comprehensive
regulatory frameworks becomes increasingly critical. Legal
systems worldwide must adapt to the challenges posed by
Al including issues related to liability, accountability, and
ethical treatment of Al entities (Boji¢ et al. 2024). The estab-
lishment of clear guidelines and standards for Al develop-
ment and deployment is essential to safeguard individual
rights and promote societal well-being (“Linkage of Arti-
ficial Intelligence and Violation of International Human
Rights Law: A Dialectical Relationship” 2024; Kotsis 2024).
Furthermore, fostering public trust in Al technologies is
paramount, necessitating transparency in Al algorithms and
decision-making processes (Li et al. 2024; Lottu et al. 2024).

The intersection of Al and sustainability is another area
of significant interest, as Al technologies can play a pivotal
role in addressing global challenges such as climate change
and resource depletion. Al applications in environmental
monitoring and management can enhance the effectiveness
of sustainability initiatives, providing actionable insights for
policymakers and stakeholders (Durai et al. 2024; Lu 2024).
However, the environmental impact of Al itself must also
be considered, as the energy consumption associated with
Al technologies can contribute to ecological degradation if
not managed responsibly (Moyano-Fernandez et al. 2024).

The transformative potential of Al in shaping tomorrow’s
economy and society is undeniable. However, realizing this
potential requires a concerted effort from stakeholders across
sectors to address the ethical, social, and economic chal-
lenges that accompany Al adoption. By fostering collabora-
tion, promoting transparency, and ensuring that ethical con-
siderations are at the forefront of Al development, society
can harness the benefits of Al while mitigating its risks.
The future of Al lies not only in its technological advance-
ments but also in the commitment to creating a just and
equitable society that prioritizes human values and well-
being (Table 1).

3 Research methodology

The present study aims to analyze the influence of Artificial
Intelligence on society, economy, and management, with the
goal of maximizing the benefits that this technology can
offer to these three areas. The research explores a range of
issues, from problem-solving and challenges to the various
opportunities and advantages that Al can provide, always
considering its impact on social dynamics, ethical con-
cerns—including responsibility, privacy, and security—as
well as the changes in the labor market, functions, and tasks
resulting from its implementation.

To achieve this objective, a qualitative approach was
chosen, allowing for a comprehensive collection of rel-
evant information, followed by a detailed analysis of this
data. The methodology adopted includes, first, the iden-
tification of relevant issues based on a literature review,
drawing from previous studies conducted by experts in
the relevant fields. Subsequently, an in-depth analysis was
conducted on the book “The 88 Voices of Artificial Intel-
ligence,” in which 89 professionals, connected to the study
areas, provide insights based on the issues previously iden-
tified. Finally, text mining techniques were applied using
QH Koder software to extract insights and testimonies
that offer a robust analysis and conclusion regarding the
study’s objective.

The primary purpose of this research is to understand
the practical applications of Al and to gather testimonies
from top professionals operating in a complex, dynamic,
and fast-paced corporate environment. Through the men-
tioned work, it is intended to reveal how Al can transform
the three areas of study in focus.

In this study, we employ a qualitative research approach
to explore the multifaceted risks and rewards of Al This
method is particularly effective for this analysis due to
its ability to capture the depth, complexity, and contex-
tual nuances that quantitative methods might overlook.
Through structured interviews with industry experts, aca-
demics, and practitioners who are directly engaged in the
implementation and oversight of Al technologies, we gain
rich, detailed insights into the experiential and perceptual
aspects of Al impacts.

This qualitative framework allows us to delve into the
subjective interpretations of AI’s benefits and drawbacks,
providing a platform for stakeholders to articulate their
views and experiences. Such narratives are invaluable for
understanding the varied implications of Al across dif-
ferent sectors and contexts, revealing not only the tangi-
ble benefits and risks but also the ethical considerations,
societal expectations, and potential unintended conse-
quences. By focusing on qualitative data, we can explore
the nuanced ways in which Al influences decision-making
processes, changes in organizational culture, ethical dilem-
mas, and strategic alignments within businesses and soci-
ety at large.

The qualitative approach facilitates a thematic analysis
where emerging themes related to AI’s risks and rewards can
be identified and explored in depth. This method provides a
comprehensive view of the potential and challenges of Al,
enabling a balanced discussion that supports informed deci-
sion-making and policy development. The insights derived
from this qualitative analysis contribute significantly to the
literature by providing grounded examples of AI’s impact,
which can guide future research and practical applications
(Table 2).

@ Springer



Al & SOCIETY (2025) 40:6097-6121

6104

uoneIOge[d UMQ) 190IN0S

$9s52001d pue ‘armonnsejul

‘ordoad ur syuoumsnfpe pue yoreoxdde paouereq e uo spuadop juoweSeuewr
93pojmouy [euoneziuesIo ul [y JO $S999nS 9y} JBY) SIPN[OUOD J[ONIE Y],

uS1sop [eor3ojouyd9) [nypur djowoid pue [y

JO 9[01 9y} dUYAP 0) uonoe Jo ue[d B puL JOUSIX00 2INNJ JOJ SLIPI Mau Jul
-doaaap £q Tv 10§ K1o100s Surredard jo aoueyrodwt ay) sIYIIYSTY S[ONIE oY,

Iv jouon
-eoridde oy} 01 paye[ox SONSSI [BIO0S PUE [BOIYId SSQIPPE O} PISU oY) SOYNUIP]

SOTWRUAD [eIN)[NO PUR SUOTIORIUI [BIO0S UO [V JO Joedwll o) pue)s

-Iapun pue 3o1paid 0) sjepour [esna10aYy) Isnqol Surdofaaap jo aoueodwn
o Surzrseydwo ‘A19100s pue [ UT YOIBISAI J0J SUOTIOAIP 2Imny s3sa33ng

Ayuewny Jo [[e 3geuaq 0) yoeoidde onsijoy e 10j pasu Yy SIUIOY
Kyroedes Surures] J0j JIOMIWERIJ [BONBWAYIBW JSNQOI B J0] PadU
oy Suny3ys1y ‘Surures] SUIYORW JO SAFUI[RYD [EONBWAYIBW ) SISSNISI
sar3ojouyo9) Jo uonejuawadwr usadun 0} anp uonezLre[od [B100S JO YSLI A
pue ‘K11noas eyep ‘Aoearrd Surpnpour Ty Jo SOFUS[RYD [BOTYIS ) SISSNISI(J
uoneonpa d1qnd pue ‘SeATIULIUT ‘S}Ipne Surpnjout
‘£191008 [BIIY19 UE $19)SOJ [V JBY) 2INSUS 0} SUOTEPUWIWOII () Sesodoid
Sp[ey Y10q 2oueApE ued yoeoidde
AreurdrosipIajut s1) Moy SUNBISUOWAP ‘SOTUIOUOID PUB [ JO UONISIAUIL
Q1) Je SUOT)ORIIP YoIeasal pue saSus[reyd axmng ojur 1ySisur sopraoid I

soSejueAPESIP PUR SYSII S} SUIZIWIUTW [IYM
TV JO sigouaq ay) azrwrxewr o) A1o100s Surredard jo soueyrodwr oy sIYSYSIH

QoUB[Rq ONOIQUIAS © JO 20UR)
-1odwrt oy Surziseydwo ‘yuowrageurtr oFpajmouy| [euonjezIuesio ul [y pue
suewny udamiaq drysioulred 9A1I09))9 ue YsI[qeIs? 03 sAem [eonoeld sjuasalg
Sunyew-uoISIoap Ul
AjIoyine Jo pre ue se [0l s)I PUB ‘SULIODS [BIOOS “QOUEB[[IOAINS ‘SULIOU [BIO0S
uo SuISno0J ‘SUOTIEULIOJSULI] JTWOU0II-0I00S U0 [ JO Joedwlr oY) SaSSIppy
SOIIOU09 [eqO[S
pue [euonjeu uo joedwr s)1 pue 91 A[Iep UI [ JO 9[0I SUIMOIS Y} S9ZNLIOLI]

SOUIYJBW PUE SWED) URWINY UIIMIOQ 0UIN[UI

[en)nu pue UOTORINUI 9Y) U0 SUISNO0J ‘AJ9100S UI [ JO 901 Y} SISSNISI(T
SUIOOUOD [BIO0S PUE [BIIY)R SB [[oM SE S109%0 3T SunySiysiy ‘£101008

uo v Jo joedwrt pue Juawdo[oAap ) JO MITA SAISUSYAIdWOD B SOPIAOI]
BIEP JO SJUNOWE ISBA pue AJI[RuUoriel pAjIwI] JULIOPISUOD AqQ

Sun{eW-uoISIOP dA0IdWI 0 SOIWOU0II [eIOIARYRq S}oedwl [ moy sato[dxyg
0°6 £19100§ ur saro1j0d paseq-0ouapIAd e[NULIO} 0 Y Julsn

pue so[o1 Sunjew-uorsoap ut suewny Surdoay Jo soueirodwr oY) UO SISNO0]

yoeoidde aaneradood pue [eoryie ue jo soueyroduwr
9y} pue ‘A19100S pue JUSWATeUBW SSAUISN] UO [V JO 1oedwr oY) $9Jenjuadoy

JUSWUOIIAUD Y} Jo uondadrad
119y uo paseq suonoe fewndo asooyd Jey) sjuage [euonel sussap [y Moy
Suny31ySIy Ty pue 109y} JTWIOUOII UIM)Q SEATR UOWWOD Y} SAI0[dxH

SUOIIN[OAQI [EJISIP pUE [eLIsnpul
snoraaxd yym 31 Surredwod ‘quawkojdw pue ‘sassaursng ‘A19100s 03 s3uLiq
UONN[OART 90USSI[[AIU] [RIOYNTY Y ey} saSueyo Jueoyruss oY) sazA[euy

(£207) ‘Te 1 1yeLIef

(€207) yorquagaI pue YU

(2200) 'Te ¥ Sueyyz

(Z20T) puend
(2T07) erhuey
(020T) mesey

(6107) T8 12 Wstoys

(8100) 'Te 30 IpLIO]]

(L10T) 93pHIPIOOA PUE Ne[eydI A

(Q ‘8L 10T) SPIEPLNEIA

(YyoIeasaI 2ININY) SANSSI UTRIA

(yoreasar [emoer) sordoy urey

(Te2K) TOUINY

(o185 JO saul| pue soidoy urejy | a|qeL

pringer

AQs



6105

Al & SOCIETY (2025) 40:6097-6121

uoneIOge[d UMQ) 190IN0S

SIJoURq [BIDO0S SZIWIXEU
01 (YSI) Liqisuodsay [e100S [e91S0[0UYdd], SWNSSE 0) SUOT)
-ezIuegIo 10j sar13ayens Sursodoid ‘suoneurIojsues) asay) Jo
suonearidwir [es1y)0 9y} a10[dxd 0 pue ‘SO[01 MIU JO UONBAID
a3 pue sqof pa[[rys-mof Jo juawade[dar oy uo siseyduo
Ue )M JIew Joqe] oy} JO InJOnIls oy) Uo Uonewone
UQALIP-00Ua3I[[AIU] [eIOYNIY Jo 1oedwr ay) 9zATeue oJ, :6OY
SYSLI PoJeIoosse Surziu
-rurw pue Sureg-[fom [eroos Sunowoid Ty Jo asn [erogeusq
pue (0139 2Insud Jey) seonoeld pue sar3ajens Jurkynuopr
JO [20S o) YIIM ‘90UdTI[[AU] [eIOYNIY Jo Judwdo[oasp ay)
ur Juazeyur sonruntoddo pue sa3uayeyd oy aren[eAd o], :yOY

ssao01d Junyewr

-UOISIO9P Y} UT SUIIDUOD [BSIYI JO UOISN[OUL Y} PUB SIN[BA

uewIny Jo AJNEIUID Y} 2INSUD Jey) sa13jens Jurdojoaap

uo 3uIsnooj ‘oG A19100§ 10j Junjew-Ao1[0d Paseq-oouapIAD
ur 90uaSI[[AIU] [RIOYIIY JO 901 Y} AeSNSAAUI O, :€OY

(K191008 TV pooD,

© JO UONEAId A} 0) JUNNQLIIUOd “QOUII[AU] [BIOYNIY JO

uondope 9y} YIim PaJeroosse SYSLI oY) 9ZIWIUNU PUE S)Jouaq
[eroos azrwrxew o) parjdde oq sodrourid [esryle ued Moy :ZOd

(220t 'Te 10 Sueyy) uonesrdde sir yim

PAIBIOOSSE SPIEMAT J[qRIOPISU0D Ay} 9ZIpTedoal om ‘Suroouod
9591} SSAIPPE AM SSI[U() TV UM PIJRIOOSSE SUIIIUOD [BITID
[eI0A9s sastel 10adsord sIy ], “pajead aq [[IM SI[0I pauyapun
Apuarmd Inq mau o[ym ‘readdestp [[im sqol pa[[Is-mo|
*9010J JOQE[ Y} JO 2INONIS Y} AFULYD pPuE JOJOE UeWNY

{K19100s pue suonezuesIo 10§ safueyd 3saY) Jo suonedrjduwr
[eO11)9 9} 218 JeyM pUB ‘Jo¥TeW J0ge[ 9y} SULINSYUO0II
20udSI[[IU] [RIOYNIY AQ USALIP UOnRWOINE ST MOH :SOY

(Kuewny sygouaq jey) Aem e Ul pasn SI [y ey} dInsuo
£12100s UL MOY| PUE “9oudTI[[AU] [eIOYNIY Jo Judwdoroasp
oy ur senrunyroddo pue seSuayreyo urew Y} I8 JeYM HOY

(2207 e1AuBA) A19100S 0} 1Jauaq JoU € 9q 03 SI [V JI

(6107 'Te 10 ystoxys) ssadoxd
9Y} UT JOYBW UOISIOIP [BIUD JY) SE UTBLWAI 0) PIOU SUBWINH
1931100 U3AD 10 9)9[dwod aq jou Aew Ty £q sseooxd Suryew

-Korjod ay) ur pasn Biep ‘10AdMOY "ed1j0u uewiny 2desse
Kew yey) sdIysuomie[aI PO[opoW pue PAJORIIXe pue Bjep

({,$s2001d Sunyew
-UOTSIOaP Y} UT SUOTILISPISUOD [BIIY}Q PUE Son[eA Uewiny
Jo uonearasaid ay3 Furmsus ‘(¢ £19100§ ur Sunyew-Aorod

Paseq-a0uapIA? J1oddns 90uaSI[Iu] [eIoYNIY ued MOH :€OY PIIOJY[0d JO sjunowe ssew pazAjeue A[[njssooons om Ty uis)

(8102

‘Te 32 1pLIofy) IV poo3 11oddns 03 pue ‘azianjuaour o3 ‘do[oadp
0} ‘SS9SSE 0}—SUONEPUAWIWOIAT 9}2IOU0I ()7 JOJO PUE ‘uon
-dope pue juswrdoreasp it priSrapun prnoys jey) soqdrourid
[e214}9 G JO SISAYIUAS © Juasald ¢A1o100s 10J [ JO SYSLI pue
sontunzoddo 2105 2y} 9onponur ap * £19100S [y POOD),

® IOJ suonepunoj oy} Ae| 03 pauSIsop aAnenIur (JINSIH

{K11008 TV pooD), e jo uon
-BaI15 9y 0} SunNqINUOd ‘9ouadI[o] [eIOYNIY jo uondope
AU} YIIM POJBIOOSSE SYSLI 9} ZIWTUIW PUE S)JOUq [BIOOS

[eNPIAIPUT 3Y) JO SNJB)S [B100S Y} J0aJJe A[qeITAdUI [[IM [V

Jy311 333 01 paou am Jeym Junise Jo Aem © ST T ‘SPIOM JIY)O U]

ozrwrxew o} parjdde oq sordrourid [eoryie ued moH :gOY —wnrwoly ue ‘9[dosd4IV Jo s3urpuy ay) syrodar o[onIe SIy [,

(9 *®LTOT STBPLDYRIA)

suewny 0} QAISN[OX A[snoraaid syse) [ejuaul [[e Ajreau

Ayrdure 10 ‘quowrorddns ‘oymnsqns ued souaSIf[ejut Jorradns

Jo [enba Jo souryoRW UAYM PIOJJE 3q [[IM SI[OI UBLINY MOY
pue suonuaAuT [y Jo joedwr ay) 3o1paid 03 st oSusyTeyd oy,

JoMIeW Joge] 9y} PUR JuswoSeur

10§ sa3uaqreyd pue senrunyioddo Junnsar ay) Surkynuopt pue

sa3ueyd yse} 2ANIuS0o uo Jursnooj ‘saruedwod ur s9[oI S[e
-uo1ssojoid uo uonn[oAal [y 3y} Jo 1oedwr oy ssasse o, : 1O

($YsB) 2ANIUS09 Jo uon

-eoyrdure pue ‘vonejuowe(ddns ‘vonmmsqns oy Jurpre3ar

Aprenonred ‘saruedwod uryiim sjeuorssajoid Jo 9[o1 Yy 90U
-NUI UONIN[OADI 2OUITI[[AU] [BIOYNIY 2] [[IM MOH 1OV

QA1}O2[QO YoIeasay uonsanb yoreasoy (Teof ‘s1oyIne) Yoreasal Jo Sour|

saA1d2[qo pue suonsanb yoreasoy g ajqel

pringer

As



6106

Al & SOCIETY (2025) 40:6097-6121

3.1 Main issues, research questions, and research
objectives

3.2 Research instrument

The book under analysis compiles 82 interviews with pro-
fessionals from the fields of society, economy, and man-
agement, who have direct experience with Al in practical
contexts or through real-life testimonies.

Participants were carefully selected based on their recog-
nized expertise and contributions in academic and profes-
sional domains relevant to Al. The selection criteria focused
on individuals known for their scholarly research or signifi-
cant practical applications of Al, ensuring that they could
provide expert insights into the study’s themes. Invitations
to participate were extended directly through personalized
communications via email and telephone, aiming to curate
a diverse and heterogeneous sample that could offer a wide
range of perspectives on Al

The interviews were conducted over a 6-month period
from January 2024 to June 2025. This extended timeframe
allowed for careful scheduling and thorough preparation to
accommodate the availability of each expert, ensuring that
the data collection was as comprehensive as possible. Inter-
views were held both in-person and via remote conferencing
using ZOOM, depending on the location and preference of
the participants, to facilitate a flexible and accessible inter-
view process.

Each session lasted approximately 45 min, a duration
determined to be optimal for maintaining participant engage-
ment while allowing for in-depth discussion of complex top-
ics. The semi-structured interview format employed open-
ended questions, which were designed to encourage detailed
responses and facilitate a deeper exploration of each topic.
This approach provided the flexibility to probe further into
areas of particular interest or relevance during the discus-
sions, thus enriching the qualitative data collected.

The structure of the interview guide is organized as
follows: it begins with the title of each interview, which
describes the main topic to be addressed by the inter-
viewee. Next, the interviewee’s name and professional role
are presented, followed by a summary (Brief) introducing
the subject of the interview. The interview then focuses on
the three key questions of the study, tailored to the specific
context of each interviewee’s area and sector of expertise.
Finally, the interview concludes with a brief characteriza-
tion of the interviewee and a summary of their professional
background. The structure of the interviews is, therefore,
outlined as follows:

1. Title of the interview
2. Name of the interviewee

@ Springer

3. Introductory summary (Lead or Brief)

4. Detailed text on the content of the interview, including
the description and discussion of the three key questions

5. Biography of the interviewee

The interviews were designed to address three central ques-
tions directly related to the research problems of the present
study, and adapted to the specificities of each area of knowl-
edge and professional sector:

What impact will Artificial Intelligence have on human
social life?

This question seeks to understand how Al is transform-
ing social interactions and people’s daily lives, shaping social
dynamics and human relationships in the long term. The
impact of Al is examined in key areas such as health, public
safety, communication, and even in the way we consume prod-
ucts and services. The main objective is to grasp how Al alters
our everyday life, introducing new forms of social interaction
and adaptation, both in personal and professional contexts.

How can we ensure that Artificial Intelligence is ethical,
providing a global benefit to humanity?

This question focuses on the ethical challenges that arise
with the advancement of Al, exploring how to ensure that
its use benefits society in a fair and inclusive way. It reflects
concerns around privacy, security, accountability, and regu-
lation, aiming to understand the main regulatory proposals
and transparency mechanisms that can ensure the ethical
use of Al, preventing inequalities and potential technologi-
cal abuses.

How can we address the changes in the labor market
resulting from Artificial Intelligence, balancing task replace-
ment with the emergence of new skills, and ensuring a fair
transition to a new economy?

This question addresses the profound changes that Al is
generating in the labor market. The focus is on task replace-
ment through automation and the need to develop new skills
to meet the demands of emerging technologies. The major
challenge is to find solutions that balance automation with
the creation of new professional opportunities, ensuring that
both companies and workers adapt to this reality while guar-
anteeing a fair transition to an increasingly automated and
digitalized economy.

Table 3 presents a summary of the book, indicating
the number of interviews, the general objective, and the
key questions that guided the qualitative analysis of the
interviews.

4 Data analysis

In this chapter, a qualitative analysis of the book entitled
‘88 Voices on Artificial Intelligence—What is left for the
machine and what remains for humans?’ is presented,
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Table 3 Research contextualization

Book

Number of interviews
General objective
Question 1

Question 2

Question 3

88 voices on Artificial Intelligence—What is left for the machine and what remains for humans?
82 interviews (some interviews involved more than one person, totaling 89 interviewees)
Perceptions/experiences of the interviewees on three fundamental questions related to the theme
What will be the impact of Artificial Intelligence on human social life?

How can we ensure that Artificial Intelligence is ethical, providing a global benefit to humanity?
How can we address the changes in the labor market caused by Al, balancing task replacement

with the emergence of new skills and ensuring a fair transition to a new economy?

Source: Own elaboration

consisting of 82 interviews with a total of 89 respondents.
The analysis focuses on data processing, the results obtained,
and the subsequent commentary, with the aim of exploring
and interpreting the perceptions and experiences of profes-
sionals from various fields, including society, economics,
management, and information technology. This qualitative
analysis was conducted using KH Coder 3 software, fol-
lowing the transcription and formatting of all interviews for
integration into the software.

The primary objective of this analysis is to identify the
key themes, patterns, and insights emerging from the inter-
views, with particular emphasis on the influence of Artificial
Intelligence (AI) in the mentioned areas. The analysis seeks
to understand both the challenges and opportunities that Al
presents, addressing topics such as its social impact, ethical
implications, and the transformations it brings to the labor
market.

The book gathers interviews with professionals from stra-
tegic areas who have a direct or indirect relationship with the
application of Al in their fields. The sample was carefully
selected to ensure a significant diversity of roles and sectors,
providing a comprehensive understanding of the impact of
Al on society, economics, and management.

4.1 Sample characterization

The sample includes professionals from various sectors,
covering areas such as economics, management, technol-
ogy, healthcare, education, retail, advertising, among others.
This diversity allows for a rich, multidisciplinary analysis
of the implications and uses of Al. The interviewees were
selected based on their experience, with the majority hav-
ing over 15 years of experience in their respective fields,
which provides significant depth to the analysis in terms
of understanding the transformations that Al has triggered,
both in labor dynamics and in business strategies and public
policies.

Most of the professionals interviewed hold leadership
and decision-making positions in their respective organiza-
tions. This ensures that the data collected is highly relevant
for understanding the integration of Al into management
practices and the challenges this process entails. Most of the

interviewees are directly responsible for coordinating teams
and implementing new technologies, including Al, within
their organizations.

Table 4 provides a summary of the distribution of inter-
viewees by sector, number of professionals, and their roles.

The sample collected from the interviewed professionals
offers a holistic and in-depth view of the impact of Al across
different sectors of society, the economy, and management.
The diversity of the sample and the extensive experience
of the interviewees provide a rich perspective on both the
benefits and challenges brought by AI. Among the key con-
clusions are the opportunities presented by Al in terms of
process automation, the digital transformation of organiza-
tions, and changes in the labor market, as well as the ethical
challenges that need to be addressed to ensure a responsible
and beneficial application of Al

4.2 Results analysis

The interpretation of the interviews presented in the book
‘88 Voices on Artificial Intelligence—What is left for the
machine and what remains for humans?’ was organized into
three main areas of investigation, based on the three central
questions posed to the interviewees. This division aimed
to group the responses in a way that would facilitate the
identification of recurring themes and explore the diversity
of opinions within each area of analysis. The three guiding
questions that structured the data were:

4.2.1 Impact of Al on society

The first question examines the impact of Artificial Intel-
ligence (AI) on people’s daily lives, focusing on how this
technology is perceived in the context of social interactions
and everyday activities. The analysis of the responses reveals
a comprehensive understanding of the effects of Al, high-
lighting both its transformative potential and the risks inher-
ent in its implementation.

Task automation and time optimization The word
frequency list (Fig. 1) highlights the predominance of
terms such as ‘Al ‘life,” ‘impact,” ‘society,” and ‘peo-
ple,” suggesting the importance that interviewees attribute

@ Springer
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Table 4 Sectors of activity and roles of the interviewees

Sector of activity Subsector Number of  Percentage (%) Roles of each professional
profession-
als
Education Higher education, research 32 35.96% Professor, vice-rector, researcher, president,
CEO, program director, coordinator
Information technology Automation, data, Artificial Intelligence, 20 22.47% CEO, director, president, founder, entrepre-
Digital Transformation, consulting, neur, head of consulting, chief business
blockchain officer, engineer
Industry Cinema, transport, marketing, art, print- 11.24% Founder, CEOQ, director, administrator,
ing solutions, real estate, architecture, president, artist, designer
publishing
Economy Banking, law, stock exchange, auditing 9 10.11% Administrator, president, economist, ana-
lyst, lawyer, partner, entrepreneur
Retail Marketing, information technology, food 5 5.62% President, head of marketing, head of IT,
and beverages, clothing and fashion, operations
publishing and education
Health Medicine, information systems, digital 4 4.49% Coordinator, director, clinical director,
transformation doctor
Public administration Government, public safety, postal distri- 3 3.37% Director, head of learning and talent devel-
bution opment, secretary
Media Filmmaking, media, journalism, advertis- 3 3.37% CEO, chief digital officer, journalist
ing
Management consulting Executive administration, consulting 2 2.25% Manager, business manager, consultant
Telecommunications Management 1.12% CEO

Source: Own elaboration

to Artificial Intelligence (Al) in the context of everyday
life. The high frequency of the term ‘AI’ underscores the
centrality of this technology in the analysis, reflecting
its transformative role in various aspects of human life.
The terms ‘life’ and ‘impact’ indicate that Al is seen as a
force not only revolutionizing the technology sector but
also areas such as health and education, where its effects
are particularly evident. ‘Society’ reinforces the idea that
these transformations extend beyond the individual, affect-
ing society as a whole. Finally, the term ‘people’ empha-
sizes that, while the focus is on AI, human impact remains
a key concern, reflecting changes in social interactions and
well-being.

The co-occurrence network centered around the word
‘life’ (Fig. 2) highlights the centrality of Al in daily changes
and social interactions. The strong connections between
‘life,” ‘Al,’ and ‘impact’ demonstrate that interviewees rec-
ognize the transformative role of Al in everyday dynamics,
affecting everything from simple tasks to deeper aspects
of social relationships. The word ‘daily’ suggests that AI’s
influence extends to day-to-day routines, while associations
with the terms ‘positive’ and ‘negative’ reveal an ambiva-
lent perception of its effects. On the one hand, Al is seen as
a tool to ‘improve’ processes, increasing efficiency, but on
the other hand, concerns arise regarding potential negative
impacts, particularly excessive dependence on technology
and the loss of autonomy.

@ Springer

Social impact of AI The general co-occurrence network
(Fig. 3) reveals the interconnection between key terms such
as Al, people, impact, life, use, and technology, reinforcing
the perception that Al is viewed as a catalyst for significant
social changes. The link between change and society reflects
the interviewees’ understanding that Al is driving profound
transformations in the social fabric. However, the appear-
ance of terms such as benefit and risk suggests a balanced
perspective among the interviewees, who acknowledge
both the opportunities offered by Al, such as increased effi-
ciency and innovation, and the associated risks, particularly
concerning privacy, security, and equity. The relationship
between use and technology highlights the central role of Al
in technological development, while its connection with risk
and society underscores the importance of robust regulation
and transparency to mitigate potential negative effects, such
as the mismanagement of personal data and the exacerbation
of social inequality.

The graphs analyzed reveal a diversity of opinions regard-
ing the impact of Al on daily life. Professionals in the tech-
nology sector emphasize the efficiency gains and automa-
tion provided by Al, while those working in fields such as
healthcare and education express greater caution, fearing
social and ethical risks, particularly concerning privacy and
data security. This tension between the enthusiasm for tech-
nological innovation and concerns about its social conse-
quences reflects the complexity of the Al phenomenon. On
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2% Word Frequency List = El X

Filter Entry

I Search M

AND —i|  PartialMatch —i| Filter|
List
# l Word l POS / Conj. | Frequency |
1 Al ProperNoun 696
2 technology  Noun 24
3 datum Noun 198
4 inteligence ~ Noun 184
life Noun 147
6 example Noun 138
7 model Noun 129
8 time Noun 118
9 way Noun 118
1 use Noun 114
11 impact Noun 110
12 information  Noun 105
1 tool Noun 104
14 area Noun 100
1 application Noun 94
16  machine Noun 94
1 algorithm Noun 91
18 task Noun 91
19 development Noun 83
20  image Noun 83
21  process Noun 82
22 society Noun 81
23 health Noun 79
24 people Noun 79

Fig.1 Word frequency list. Source: Own elaboration based on KH

Coder

one hand, Al is perceived as a powerful tool for process opti-
mization and increased productivity; on the other hand, the
interviewees stress the need for careful adoption, supported
by regulations that protect society’s interests and ensure a
fair distribution of benefits.

In conclusion, the data show that Al has the potential
to profoundly transform daily life, bringing clear benefits
in task automation and efficiency. However, the ethical and
social challenges are evident and cannot be overlooked. The
graphs highlight a persistent duality between the benefits and
risks of Al, emphasizing the importance of effective regula-
tion and continuous transparency in its implementation. For
Al to be truly beneficial to society, it is essential that privacy
and security issues are addressed responsibly and with rigor.

4.2.2 Ethicsand Al

The second question focuses on the ethical challenges that
arise with the development and application of Artificial
Intelligence (AI). The qualitative analysis reveals that the
interviewee’s view Al ethics as a fundamental concern, with
particular emphasis on transparency, regulation, and respon-
sibility in the use of this technology.

Ensuring ethics and regulation The word frequency list
(Fig. 4) highlights terms such as ‘Al’, ‘ensure’, ‘ethical’,
‘regulation’, and ‘privacy’, reflecting the key concerns of
the interviewees regarding the responsible use of Al. The
predominance of the term ‘AI’ confirms the central relevance
of this technology in the discussion. Words like ‘ensure’ and
‘ethical’ point to the urgent need for mechanisms that guar-
antee the ethical use of Al, while ‘regulation’ and ‘privacy’
emphasize the importance of safeguarding individual rights
and establishing clear guidelines for its use. The strong pres-
ence of ‘ethical’ and ‘regulation’ reinforces the view that
technological innovation must be accompanied by respon-
sibility and transparency.

The co-occurrence network centered on the term ‘ethi-
cal’ (Fig. 5) reveals a strong connection between ‘ethical’
and concepts such as ‘privacy’, ‘security’, ‘regulation’, and
‘transparency’. These terms reflect the interviewees’ concern
with ensuring that Al is used responsibly, highlighting the
need for robust regulatory mechanisms to mitigate risks. The
link with ‘fundamental rights’ and ‘protection’ underscores
the importance of ensuring that Al implementation respects
human rights and promotes fairness, particularly within the
context of European norms and regulations. Terms such
as ‘use’ and ‘development’ indicate the significance of a
transparent and responsible application of Al aligned with
societal expectations.

Regulatory challenges and social responsibility The
general co-occurrence network (Fig. 6) highlights the cru-
cial connection between ‘Al’, ‘people’, ‘ethical’, ‘ensure’,
and ‘society’, revealing the interviewees’ concerns about
ensuring that Al is used ethically and responsibly. Terms
such as ‘risk’, ‘regulation’, and ‘privacy’ are closely linked,
reflecting a growing concern about the need for data pro-
tection and the development of regulatory mechanisms to
mitigate the potential dangers associated with Al use. The
strong presence of ‘regulation’ underscores the importance
of establishing clear guidelines that ensure transparency and
the protection of individual rights, while ‘risk’ and ‘privacy’
point to the potential negative consequences of ineffective
regulation.

The analysis of the graphs reveals a common concern
among the interviewees regarding the need to regulate Al,
although there are differences of opinion on the level of
strictness such regulation should adopt. Some professionals
in the technology sector warn that overly restrictive regu-
lation could stifle innovation, while others argue that the
absence of effective regulation could lead to abuses, espe-
cially in sensitive areas such as recruitment and criminal
justice, where Al systems can perpetuate biases. This duality
between innovation and ethics reflects the complexity of the
Al debate. On the one hand, the interviewees recognize AI’s
transformative potential across various sectors; on the other
hand, they highlight that without proper regulation, Al could
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= | Word | POS / Cony. | Frequency I
1 Al ProperNoun 349
2 datum Noun 111
3 ensure Verb 105
B ethical Adj 100
5 use Verb 86
6 use Noun 82
7 human Adj 69
8 make Verb 65
9 ethic Noun 61
10 regulation Noun 60
11 nisk Noun 59
12 technology Noun 59
13 model Noun 56
14 author Noun 50
15 way Noun 50
6 develop Verb 49
17 algorithm Noun 48
18 decision Noun 47
19 intelligence Noun 45
20 development Noun 44
21 information Noun 43
22 machine Noun 43
23 example Noun 42
24 people Noun 42
25 privacy Noun 42

Fig.4 Word frequency list. Source: Own elaboration based on KH
Coder

pose significant risks, particularly concerning transparency
and fairness.

In conclusion, the data shows that Al ethics is a central
concern for the interviewees, who acknowledge the impor-
tance of establishing solid regulatory frameworks to ensure
that Al is used ethically and responsibly. The co-occurrence
of terms such as ‘ethics’, ‘privacy’, ‘regulation’, and ‘secu-
rity’ reflects a broad concern for protecting individual rights
and ensuring transparency in algorithmic processes. Effec-
tive regulation and transparency emerge as key factors to
mitigate the risks associated with Al, ensuring that this tech-
nology can benefit society without compromising its core
values.

4.2.3 Changes in the labor market

The third question explores the transformations in the labor
market resulting from the implementation of Artificial Intel-
ligence (AI). The qualitative analysis shows that interview-
ees are aware of the significant changes that Al can induce,

both in terms of task substitution and the creation of new
professions and skills.

Task substitution and opportunity creation The word
frequency list (Fig. 7) highlights the impact that Al is hav-
ing on the labor market. The high frequency of the term
‘replacement’ suggests a common concern regarding the
effect of automation on repetitive tasks, particularly in sec-
tors such as manufacturing and logistics. Words like ‘job’,
‘task’, and ‘profession’ indicate that Al is reshaping labor
functions, requiring new skills while eliminating traditional
jobs. Meanwhile, terms like ‘risk’ and ‘society’ underscore
the need for deeper reflection on the social impacts of this
transformation, especially concerning job security and the
equitable distribution of the new opportunities created by
AL

The co-occurrence network centered on the word ‘change’
(Fig. 8) highlights how interviewees associate the transfor-
mation of the labor market with ‘AI’ and concepts such as
‘work’, ‘skills’, and ‘market’. The connection with ‘create’
and ‘skills’ suggests that Al-driven automation will lead to
a growing need for new competencies, especially in tech-
nological sectors. However, terms like ‘replace’ and ‘risk’
reveal uncertainty regarding the impact on lower-skilled
workers, indicating that the transition to a more automated
labor market poses significant social risks, both for workers
and for traditional labor structures.

Challenges and requalification needs The general co-
occurrence network (Fig. 9) delves more deeply into the
challenges associated with retraining in the context of Al
The words ‘Al’, ‘create’, ‘new’, and ‘work’ are strongly
linked to ‘opportunity’, highlighting AI’s role in generating
new employment opportunities, especially in technological
fields. However, terms such as ‘machine’, ‘human’, ‘replace’,
and ‘risk’ reveal concerns about the replacement of human
jobs by machines, posing a significant risk for certain sec-
tors. The relationship between ‘change’, ‘market’, ‘task’,
‘work’, and ‘impact’ suggests that the transformations driven
by Al in the labor market are profound, requiring adaptations
not only in the tasks performed but also in the structure of
the labor market itself. On the other hand, the association
with ‘skills’, ‘training’, ‘ability’, and ‘require’ underscores
the need for continuous retraining of workers to keep pace
with the new demands brought by automation and digital
transformation.

The analysis of the graphs highlights a shared percep-
tion among interviewees that Al is profoundly reshaping
the labor market, although there are differing views on the
impact of this transformation. For some, Al represents an
opportunity for the emergence of new professions and the
acquisition of more advanced skills. However, others empha-
size the social risks, particularly regarding job losses in more
vulnerable sectors. Repetitive and administrative roles are
seen as the most susceptible to replacement by automation
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technologies, raising concerns about job security and the sta-
bility of affected workers. Nevertheless, the need for retrain-
ing is a common point of agreement. Interviewees recognize
that continuous training and the development of new skills
are crucial to mitigating the impact of Al and ensuring that
workers can adapt to new technological demands. While Al
may replace certain tasks, it has the potential to create new
opportunities, requiring ongoing adaptation.

The graphs reveal that the transformation of the labor
market driven by Al requires a careful balance between seiz-
ing the opportunities offered by this technology and manag-
ing the risks, particularly for lower-skilled workers. Continu-
ous training and appropriate regulation will be essential to
maximizing the benefits of Al while mitigating its negative
impacts, ensuring a fair transition to an increasingly auto-
mated and digitalized labor market.

5 Discussion and findings

Upon the completion of data collection and subsequent anal-
ysis, the primary objective of this chapter is to present the
most relevant results, addressing the research questions out-
lined and highlighting their key contributions to the develop-
ment of the study. The discussion will be conducted through
a comparative analysis between the theoretical framework
explored in the literature review and the empirical data
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obtained, providing a critical and well-founded interpreta-
tion aimed at confronting, validating, or refuting the theo-
retical premises considering the practical results observed.

5.1 Research discussion

RQ1 How will the Artificial Intelligence revolution influ-
ence the role of professionals within companies, particularly
regarding the substitution, supplementation, and amplifica-
tion of cognitive tasks?

The data analysis conducted in the previous chapter clearly
demonstrates how Artificial Intelligence (Al) is significantly
transforming the role of professionals within organizations,
particularly by replacing repetitive tasks and amplifying
more complex cognitive processes. The word frequency list
graph (Fig. 7) reveals a high occurrence of terms such as
“AL” “work,” “task,” and “replacement,” highlighting how
Al is reshaping the way tasks are distributed and executed in
the workplace. These findings are consistent with Makrida-
kis’ (2017a, b) perspective, which emphasizes that the Al
revolution not only alters the structure of work but also cre-
ates new job opportunities, albeit requiring constant requali-
fication of professionals.

The analysis of the co-occurrence network (Fig. 8) fur-
ther reinforces this idea, indicating that Al goes beyond task
replacement, opening new opportunities, especially in terms

@ Springer
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of task supplementation. Technology emerges as a comple-
ment to human supervision, with terms like “technology,”
“skills,” and “create” standing out, underscoring the need for
new knowledge and abilities. These results are supported by
the studies of Zhang et al. (2022), who assert that, in addi-
tion to eliminating certain jobs, Al creates new roles, neces-
sitating continuous workforce retraining to ensure a fair
transition to an increasingly automated economy. Adding to
this perspective, Quandt (2022) highlights the importance
of human—machine interaction in the new Al era, arguing
that, rather than merely replacing tasks, Al amplifies human
capabilities, fostering closer collaboration between profes-
sionals and technology. This view emphasizes that Al not
only frees workers from routine tasks but also enables them
to engage in more advanced cognitive activities, creating a
supplementary relationship between humans and machines.

However, the co-occurrence graph (Fig. 9) highlights
terms such as “replacement” and “risk,” reflecting concerns
about the potential elimination of certain jobs, particularly
in low-cognitive-value areas. Ullrich and Diefenbach (2023)
stress the importance of responsible technological design
and the need to prepare society to face the ethical and labor
challenges posed by automation. These authors emphasize
that for Al adoption to be successful, it is crucial for organi-
zations to implement retraining and adaptation strategies,
ensuring that workers develop the necessary skills to remain
competitive in this new labor landscape.
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In conclusion, Al is profoundly reshaping the role of pro-
fessionals within organizations, replacing routine tasks and
enhancing more complex processes. While the productivity
gains are clear, it is imperative to invest in workforce retrain-
ing, ensuring that professionals can adapt to this new labor
paradigm, as evidenced by both graphical analysis and the
literature presented.

RQ2 How can ethical principles be applied to maximize
social benefits and minimize the risks associated with the
adoption of Artificial Intelligence, contributing to the crea-
tion of a ‘Good Al Society’?

The data analysis reveals that the application of ethical
principles in the context of Artificial Intelligence (Al) is a
central concern for the interviewees. The word frequency list
graph (Fig. 4) highlights the high frequency of terms such
as “ethics,” “regulation,” and “privacy,” underscoring the
importance of these issues for professionals. This concern
aligns with the principles advocated by Floridi et al. (2018),
who emphasize the need to build a “Good Al Society” based
on five fundamental ethical pillars: justice, transparency,
responsibility, privacy, and security.

In the word co-occurrence graphs (Fig. 5), we observe
that the term “ethics” is strongly linked to concepts such as
“privacy,” “security,” “transparency,” and “regulation.” This
network of relationships reinforces the necessity for solid
regulation to mitigate the inherent risks of Al, as defended
by Zhang et al. (2022), who emphasizes the importance
of establishing effective regulatory frameworks to ensure
responsible Al usage. Similarly, Shiroishi et al. (2019) stress
the relevance of human oversight in automated decision-
making based on Al, ensuring that this technology operates
ethically and remains centered on human values.

The word co-occurrence graph (Fig. 6) further reinforces
the importance of terms like “risk” and “privacy,” high-
lighting that transparency in algorithmic processes and the
protection of personal data are essential for ensuring the
responsible adoption of Al Ullrich and Diefenbach (2023)
add an important perspective, arguing that as Al assumes
automated decision-making roles, it must be regulated in
a way that ensures its algorithms respect social norms and
protect privacy and security. In addition, Quandt (2022)
emphasizes that the interaction between humans and Al is
fundamental to building a “Good Al Society,” where ethical
models must be robust enough to mitigate risks and ensure
that AI operates within acceptable boundaries.

This combination of technological innovation and the
protection of individual rights emerges as essential to maxi-
mizing the social benefits of Al while minimizing its risks.
In conclusion, the analysis of the results reinforces the need
for the application of solid ethical principles in the adoption
of Al, ensuring that this technology is developed responsibly

99 <

and respects the privacy and security rights of users. Build-
ing a “Good Al Society” requires a collective effort that
combines technological innovation with transparency and
fairness in technological processes, as advocated by Floridi
et al. (2018), Zhang et al. (2022), Shiroishi et al. (2019),
Ullrich & Diefenbach (2023), and Quandt (2022).

RQ3 How can Artificial Intelligence support evidence-based
policy-making in Society 5.0, ensuring the preservation of
human values and ethical considerations in the decision-
making process?

The data analysis demonstrates a clear connection
between Artificial Intelligence (AI) and the importance of
ensuring that decision-making processes are guided by ethi-
cal principles and grounded in evidence. Through the word
frequency list (Fig. 4), we observe that the term “ethics”
stands out prominently, reflecting the interviewees’ concern
with the application of ethical values in the implementation
of Al This concern aligns with conclusions in the litera-
ture, where authors such as Floridi et al. (2018) and Quandt
(2022) argue that Al should be developed and used based
on well-defined ethical principles, preserving the role of
human judgment and promoting the creation of a “Good
Al Society.”

The word co-occurrence graphs (Figs. 5, 6) reinforce this
concern, highlighting terms such as “privacy,” “regulation,”
“transparency,” and “ethics,” frequently associated with Al
These terms reveal that interviewees consider it crucial that
Al-supported decisions are transparent and properly regu-
lated. The relationship between terms such as “Al” “pri-
vacy,” “use,” and “ensure” in the co-occurrence networks
emphasizes the need to safeguard individual rights, espe-
cially concerning the protection of personal data. This theme
is extensively discussed by authors like Floridi et al. (2018),
Zhang et al. (2022), and Ullrich and Diefenbach (2023), who
advocate for the establishment of robust regulatory frame-
works to ensure the responsible use of Al, mindful of its
socio-economic and cultural impact.

The literature also underscores the urgent need for effec-
tive regulatory mechanisms capable of mitigating the risks
associated with Al in decision-making processes, particu-
larly in critical areas such as justice and healthcare (Floridi
et al. 2018; Shiroshii et al. 2019). In the data analyzed,
the co-occurrence of terms such as “regulation,” “risk,”
“technology,” and “ethics” shows that the interviewees are
aware of the dangers of uncontrolled Al implementation,
expressing a clear concern about the need to ensure trans-
parency and fairness in algorithmic decision-making. The
co-occurrence of terms like “data” and “use” reinforces the
view that Al has the potential to be a powerful tool for data-
driven decision-making, particularly in areas like govern-
ance and public policy. As argued by Shiroshii et al. (2019)
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and Quandt (2022), AI can contribute to more effective
policy-making, provided that the data is managed ethically
and transparently. However, the interviewees also express
concerns about the integrity of the data used, highlighting
the importance of ensuring its accuracy and completeness,
a concern equally reflected in the literature.

Based on the results and the literature review, this study
reinforces the idea that Al, when used ethically and regu-
lated, can support more informed and efficient decision-
making. However, to ensure that Al adoption is safe and
beneficial for society, it is essential to implement solid ethi-
cal principles and create regulatory frameworks that ensure
transparency and protect fundamental rights. The data sug-
gests that both organizations and governments must adopt
oversight mechanisms that guarantee the ethical use of Al,
with particular attention to privacy and transparency in
decision-making processes. The creation of public policies
that balance AI’s potential with the preservation of human
values will be essential to ensure that Al contributes posi-
tively to society. Responsible Al use must be a priority, with
the implementation of clear regulations that limit the risks of
decision automation and ensure adherence to fundamental
ethical principles.

RQ4 What are the main challenges and opportunities in the
development of Artificial Intelligence, and how can society
ensure that Al is used in a way that benefits humanity?

The evolution of Artificial Intelligence (AI) has brought
with it various challenges and opportunities that need to be
balanced to ensure that this technology contributes posi-
tively to society. One of the main challenges identified is
the ethical and social risk associated with its implementa-
tion. Manyika (2022) emphasizes the need to ensure that
Al does not exacerbate existing inequalities or create new
forms of social exclusion, but rather is used as a tool for the
common good.

The analyzed data supports this concern. In Fig. 1 (word
frequency list), terms such as “AlL” “life,” “impact,” “intel-
ligence,” and “society” appear frequently, reflecting the
central concerns regarding AI’s application, particularly
in terms of its direct impact on people’s lives. This find-
ing aligns with the approaches of Floridi et al. (2018), who
stress the importance of grounding Al development in solid
ethical principles. Furthermore, the recurrence of terms
like “technology” and “development” in the analysis sug-
gests a positive perception of the opportunities that Al can
bring, especially regarding technological advancements and
improvements in quality of life.

However, authors such as Zhang et al. (2022) warn of the
risks that AI may pose, namely the loss of jobs and the need
to create new roles for which workers are not yet prepared.
This concern is evident in the analyzed data, particularly in

@ Springer

Fig. 2 (word co-occurrence—Ilife), where terms like “soci-
ety,” “change,” and “risk” are strongly associated with Al.
These findings reflect fears that technological innovations
could cause significant disruptions in the labor market and
contribute to the increase of social inequalities. On the other
hand, Manyika (2022) highlights that the opportunities cre-
ated by Al are vast, particularly in fields such as health-
care, education, and digital infrastructure. Automation and
advanced data analysis have the potential to revolutionize
the way essential services are provided to the population. In
Fig. 3 (word co-occurrence), terms such as “benefit,” “soci-
ety,” and “change” stand out, reflecting the perception that
Al can bring significant advancements, provided it is used
responsibly and regulated appropriately. Fosso Wamba et al.
(2021a, b) reinforce this idea by arguing that Al can be a
positive force in areas such as healthcare and justice, if it is
accompanied by ethical and responsible regulation.

In addition, Makridakis (2017a, b), when discussing the
impact of the Al revolution, compares it to the Industrial and
Digital Revolutions, predicting major transformations and
new challenges, which underscores the need to prepare soci-
ety for the imminent changes in the labor market. Ullrich and
Diefenbach (2023) complement this analysis by stressing the
importance of public policies and regulatory structures that
ensure the conscientious adoption of Al, promoting social
well-being.

In conclusion, the main challenges and opportunities
in Al development are directly related to society’s ability
to balance technological advances with the promotion of
social and ethical equity. Figure 3 illustrates this issue well,
highlighting terms such as “technology,” “life,” “risk,” and
“change,” which emphasize the importance of a regula-
tory and educational approach that ensures Al is used for
the benefit of all humanity. The data analysis confirms the
theoretical concerns of authors like Manyika (2022) and
Floridi et al. (2018), who argue that Al must be developed
based on clear ethical principles to avoid amplifying social
inequalities and promote collective well-being. Authors such
as Makridakis (2017a, b) and Fosso Wamba et al. (2021a, b)
also emphasize the need for workforce retraining to address
the changes brought by Al This alignment between theory
and data highlights the importance of careful and adaptive
regulation. In practice, the implementation of Al requires a
collaborative effort between companies, governments, and
civil society organizations to develop policies that maximize
the benefits of this technology and minimize its risks. As
Manyika (2022) points out workforce retraining, and digital
inclusion are essential to ensure that Al advancements ben-
efit society in a fair and inclusive way.

RQ5 How is automation driven by Artificial Intelligence
reconfiguring the labor market, and what are the ethical
implications of these changes for organizations and society?
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Automation driven by Artificial Intelligence (Al) is pro-
foundly transforming the labor market, as evidenced by the
data analysis results. The word frequency list graph (Fig. 7)
highlights the high frequency of terms such as “work,”
“task,” and “replace,” demonstrating the direct impact auto-
mation has on labor activities. This transformation aligns
with the studies of Manyika (2022), which emphasize how
Al has been replacing repetitive and low-cognitive-value
tasks, freeing workers from these roles so they can focus on
more strategic and creative activities.

The word co-occurrence network (Fig. 8) reinforces this
perspective, suggesting that, in addition to eliminating cer-
tain tasks, Al is also creating new job opportunities, par-
ticularly by amplifying more complex cognitive processes.
Terms like “competence,” “create,” and “work™ emerge as
central, underscoring the importance of professionals acquir-
ing new skills and continuously reskilling to adapt to this
new labor paradigm, as advocated by Zhang et al. (2022).
The literature highlights the significance of developing new
skills and adapting workers to new roles, ensuring that auto-
mation contributes to innovation and sustained growth rather
than social exclusion.

However, the data also reveals ethical concerns related
to automation. The word co-occurrence graph (Fig. 9) high-
lights terms such as “ethics,” “worker,” and “replacement,”
reflecting fears that the changes brought about by Al may
exacerbate inequalities in the labor market. Manyika (2022)
emphasizes that while Al can create new opportunities, there
is also the risk of intensifying inequalities, particularly in
sectors more vulnerable to automation. Thus, organizations
and governments bear the responsibility of implementing
policies that ensure a fair and inclusive transition. In addi-
tion, Zhang et al. (2022) warn of the duality of Al, which can
both create and destroy jobs, with medium-skilled workers
being the most susceptible to replacement. This ethical con-
cern, especially the impact of Al on medium-level workers
and the potential increase in inequalities, is shared by the
interviewees, who recognize the urgency of developing pub-
lic policies for reskilling and continuous training.

Al-driven automation is profoundly altering the labor
market by replacing routine tasks and requiring the devel-
opment of new skills. Although automation offers oppor-
tunities for economic growth and innovation, it also poses
significant ethical challenges. To ensure a fair transition,
it is essential for organizations and governments to imple-
ment policies that promote worker reskilling and ensure that
automation benefits all sectors of society, as advocated by
Manyika (2022) and Zhang et al. (2022).

5.2 Research findings

The findings from this study not only contribute to the aca-
demic discourse on the impact of Artificial Intelligence

(AD) but also have significant practical implications. Theo-
retically, the insights derived challenge and extend exist-
ing frameworks on AI’s role in society, the economy, and
management by illustrating how Al-driven changes are
interconnected across these domains. These findings sug-
gest a need for revising current theories to incorporate a
more holistic view of Al's capabilities and consequences,
potentially prompting new hypotheses about the integration
and regulation of Al technologies.

Practically, the results have immediate relevance for poli-
cymakers and organizational leaders. For instance, the iden-
tification of key areas where Al impacts decision-making
and operational efficiencies can guide targeted investments
in Al technologies and training. Moreover, the nuanced
understanding of AI’s ethical implications informs the devel-
opment of more robust governance frameworks that ensure
Al is implemented responsibly and sustainably. Businesses
can leverage these insights to anticipate shifts in the market
and adjust their strategies accordingly, ensuring they remain
competitive in an increasingly Al-integrated world. For poli-
cymakers, the detailed exploration of AI’s societal impacts
provides a foundation for crafting legislation that balances
innovation with privacy, equity, and security considerations
(Table 5).

5.3 Research implications
5.3.1 Theoretical implications

Refinement of Al integration models: Our findings sug-
gest that existing models of Al integration in organizational
and societal contexts may underestimate the complexity of
interactions between Al and human decision-making pro-
cesses. The research highlights the need for new theories
that account for the adaptive behaviors of both individuals
and institutions in response to Al advancements. This could
lead to the development of more dynamic models in change
management and technology adoption studies.

Expansion of ethical frameworks: The nuanced under-
standing of ethical challenges presented by Al, as revealed
through our interviews, contributes to the theoretical dis-
course on Al governance. Our study underscores the neces-
sity for expanding ethical frameworks to include consid-
erations of socio-technical alignments that are not merely
compliance-based but also culturally and contextually
sensitive.

Influence on socio-economic theories: By identifying
specific socio-economic impacts of Al, such as changes in
employment patterns and economic inequality, our research
challenges and contributes to traditional economic theories
about technological disruption. This could influence future
research on economic resilience and the development of
policies aimed at mitigating the adverse effects of Al
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Table 5 Main theoretical and practical contributions

Authors (year) Main topics

Theoretical/practical contribution

Makridakis (2017a, b)
employment opportunities

Floridi et al. (2018)

Shiroishi et al. (2019)
cesses

Fosso Wamba et al. (2021a, b)
justice

Zhang et al. (2022)
force reskilling

Quandt (2022)
era

Manyika (2022)
potential to exacerbate inequalities

Ullrich and Diefenbach (2023)
response to automation

The impact of the Al revolution on job structure and

Ethical principles for building a “Good Al Society”

Human oversight in Al-based decision-making pro-

Al creates new roles and demands continuous work-

Interaction between humans and machines in the Al

The role of Al in replacing repetitive tasks and its

Ethical challenges and the need for reskilling in

The Al revolution transforms the structure of work,
necessitating constant upskilling of professionals
while creating new employment opportunities

Proposes that Al development should be anchored
in robust ethical principles, ensuring respect for
privacy, security, transparency, and fairness

Emphasizes the importance of human oversight
to ensure that Al operates ethically and remains
focused on human values

Al as a force for good in sectors such as healthcare and Al can be a positive force in sectors like healthcare

and justice if accompanied by ethical and responsi-
ble regulation

Al generates new functions within an automated
economy, highlighting the importance of ongoing
workforce reskilling to ensure a fair transition

Al not only replaces repetitive tasks but also amplifies
human capabilities, fostering closer collaboration
between technology and professionals

While Al offers new opportunities, it also risks
amplifying inequalities, particularly in sectors more
vulnerable to automation

Highlights the need for responsible technology design
and strategies that enable workers to develop skills
necessary to remain competitive in an Al-driven
labor market

Source: Own elaboration

5.3.2 Practical implications

Policy development and regulation: The insights into the
diverse impacts of Al on different sectors provide a solid
empirical basis for developing targeted policies. Policy-
makers can use these findings to craft regulations that
promote beneficial uses of Al while protecting against
potential harms. For example, the creation of Al impact
assessments could become a regulatory standard before
the deployment of new Al technologies.

Strategic organizational changes: For business leaders,
the detailed analysis of AI’s influence on management
practices offers a roadmap for strategic implementation.
Organizations might consider new training programs to
equip their workforce with the necessary skills to work
alongside Al technologies effectively, thereby enhancing
productivity and innovation.

Public awareness and education: Given the broad soci-
etal implications of Al identified, there is a clear need for
public education initiatives that enhance understanding of
Al technologies and their potential impacts. This could
help in managing public expectations and promoting an
informed dialog about the benefits and risks of Al, foster-
ing a more Al-literate society.

@ Springer

Ethical AI deployment: Our findings emphasize the
importance of ethical considerations in Al deployment,
suggesting that organizations should adopt transparent and
accountable Al practices. This includes the development of
internal ethical guidelines that govern Al use and the active
involvement of stakeholders in discussions about how Al is
used within the organization.

6 Conclusion

This study aimed to analyze the impact of Artificial Intel-
ligence (Al) in the realms of society, economy, and manage-
ment, with particular emphasis on the role of professionals
and the broader transformative processes in these areas. The
primary conclusion drawn is that Al is significantly reshap-
ing the labor market, society, and economy, by replacing
routine tasks and enhancing the capacity for more complex
cognitive processes. However, the widespread adoption of
this technology raises significant ethical and social concerns,
particularly in terms of privacy, transparency, responsibility,
and the growing need for workforce reskilling.

The results obtained demonstrate that, despite the
opportunities offered by Al—such as increased efficiency
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and the creation of new roles—this technology may also
exacerbate inequalities in the labor market. Al not only
eliminates traditional jobs but also requires continu-
ous skills development to allow workers to adapt to an
increasingly automated labor paradigm. It is, therefore,
essential to strike a balance between the benefits of auto-
mation and the preservation of ethical and human values,
which are crucial for a fair transition.

Theoretically, this research reinforces the need to
establish regulatory frameworks that ensure the ethical
and equitable implementation of AI. The protection of
human rights, such as privacy and security, must be at
the core of public policies and business strategies for the
adoption of this technology. In addition, the concept of a
“Good Al Society,” which balances innovation with the
protection of individual and collective rights, emerges
as a key objective to mitigate the inherent risks of wide-
spread Al use.

From a practical standpoint, the research reveals that
organizations face significant challenges, particularly
with respect to workforce reskilling and the management
of risks associated with automated decision-making.
The implications for business management are profound,
requiring concrete policies that ensure a fair and inclusive
transition for all sectors of society. Human oversight must
continue to play a fundamental role in Al adoption, ensur-
ing that automated decisions respect ethical principles and
individual rights.

Moreover, it is important to highlight that public poli-
cies play a crucial role in ensuring the ethical and fair
implementation of Al. Collaboration between the public
and private sectors is essential to develop regulations that
safeguard fundamental rights and promote the responsible
integration of this technology. In addition, the need for
continuous education and reskilling programs is one of the
greatest challenges to be faced. AI’s impact on the labor
market, particularly in sectors such as healthcare, educa-
tion, and justice, requires professionals to continuously
acquire new skills to remain competitive in an increas-
ingly automated market. In this sense, the ability of socie-
ties and organizations to adapt to the revolution brought
by AI will largely depend on how effectively policies are
implemented and how education and technological skills
development are promoted.

The impact of Al on businesses and society must be
approached holistically, considering both the benefits
in terms of productivity and innovation and the ethical
and social challenges that accompany this technological
revolution. The conclusions of this study emphasize the
importance of developing public policies and organiza-
tional strategies that maximize the benefits of Al, while
minimizing its risks and promoting a more just and bal-
anced future.

6.1 Limitations

Although this study has achieved the proposed objectives,
it is important to highlight some limitations. First, regard-
ing the formulation of the problem and the research objec-
tives, the broad impact of Artificial Intelligence (AI) across
the fields of society, economy, and management presents a
significant challenge. The complexity inherent in this sub-
ject, with its multiple dimensions and interactions, necessi-
tated a delimitation of the topics addressed. This approach,
while necessary, may not have captured the full range of
AT’s effects and implications across all possible areas and
contexts, resulting in a study that is more focused on certain
dimensions while less comprehensive in others.

Regarding the sample size, a substantial amount of data
was collected, providing a comprehensive and diverse
perspective on the topic. However, despite this significant
volume of information, the sample may not fully represent
the entire diversity of possible perspectives, given that the
subject of Al continues to evolve rapidly, generating new
challenges that may not have been addressed by the inter-
viewees or the book under analysis. In this sense, it would
be beneficial for future research to expand investigations into
other geographic areas and different sectors of society.

In terms of data availability and reliability, it is essential
to consider that, despite efforts to ensure the timeliness and
relevance of the information, the rapid pace of Al develop-
ment may render some data quickly outdated. In addition,
the perceptions and opinions gathered from the interviews
reflect the subjective experiences of the interviewees, which
may introduce a degree of bias in the final conclusions.
Although this does not compromise the overall results, it
represents a factor to be considered when interpreting the
data and the implications derived from it.

Finally, regarding the lack of previous research on the
subject, a gap was identified in consolidated academic
research on the long-term effects of Al, particularly concern-
ing its ethical and social dimensions. This absence hinders
the ability to compare the results of this study with similar
works and limits the possibility of constructing a more com-
plete and consolidated view of AI’s impact on the social,
economic, and managerial contexts. As such, it is suggested
that future research should aim to bridge this gap by further
exploring the ethical and social implications of Al over time.
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