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  ABSTRACT  

 

As artificial intelligence becomes increasingly integrated into consumer interactions, 

understanding the complex emotional and behavioural responses it elicits is crucial for 

enhancing user experience and shaping future AI implementations. This thesis explores the 

phenomenon of AI anxiety, focusing on its impact on the emotional connection and self-AI 

connection between consumers and AI agents. Specifically, the study investigates the role of 

ethics violation anxiety and lack of transparency anxiety in influencing consumers' emotional 

attachment to AI systems, their perception of social presence in AI agents, and their self-AI 

connection. The research adopts a quantitative approach, collecting data through a survey 

distributed among individuals who have interacted with AI agents, resulting in a sample size 

of 321 respondents. 

The results reveal that social presence has a significant positive impact on emotional 

attachment to AI. Ethics violation anxiety and lack of transparency anxiety do not directly 

diminish emotional attachment or social presence as previously hypothesized. Instead, the 

effects of these anxieties are partially mediated by emotional attachment and social presence, 

indicating that strong emotional ties and human-like interactions with artificial intelligence can 

mitigate the negative consequences of AI-induced anxieties. 

The study contributes to the growing body of literature on AI-induced consumer anxieties, 

providing insights for marketers and AI developers on how to design AI interactions that foster 

emotional connections, reduce anxiety, and improve overall consumer experience. The findings 

hold significant implications for the development of AI systems that can build strong customer 

relationships with AI while addressing ethical and transparency concerns. 

 

Keywords: Artificial intelligence; AI Anxiety; Self-AI Connection; Emotional 

Attachment; Social Presence 

 

JEL Classification: M30 – General; M31 – Marketing, O300 – Technology 
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RESUMO 

 

À medida que a inteligência artificial se torna cada vez mais integrada nas interações com 

os consumidores, compreender as respostas emocionais e comportamentais complexas que ela 

suscita é crucial para melhorar a experiência do usuário e moldar futuras implementações de 

IA. Esta tese explora o fenómeno da ansiedade relacionada com a IA, com foco no seu impacto 

na ligação emocional e na conexão entre o consumidor e os agentes de IA. Especificamente, o 

estudo investiga o papel da ansiedade por violação ética e da ansiedade por falta de 

transparência na influência sobre o apego emocional dos consumidores aos sistemas de IA, na 

sua perceção da presença social em agentes de IA e na sua conexão pessoal com a IA. A 

investigação adota uma abordagem quantitativa, recolhendo dados através de um inquérito 

distribuído entre indivíduos que interagiram com agentes de IA, resultando numa amostra de 

321 respondentes. 

Os resultados revelam que a presença social tem um impacto positivo significativo no 

apego emocional à IA. A ansiedade por violação ética e a ansiedade por falta de transparência 

não diminuem diretamente o apego emocional ou a presença social, como anteriormente 

hipotetizado. Em vez disso, os efeitos destas ansiedades são mediados pelo apego emocional e 

pela presença social, indicando que laços emocionais fortes e interações semelhantes às 

humanas com a inteligência artificial podem mitigar as consequências negativas das ansiedades 

induzidas pela IA. 

O estudo contribui para o crescente corpo de literatura sobre as ansiedades dos 

consumidores induzidas pela IA, fornecendo informações valiosas para os profissionais de 

marketing e desenvolvedores de IA sobre como projetar interações com IA que promovam 

conexões emocionais, reduzam a ansiedade e melhorem a experiência global do consumidor. 

As conclusões têm implicações significativas para o desenvolvimento de sistemas de IA que 

possam construir relações sólidas com os clientes, ao mesmo tempo que abordam preocupações 

éticas e de transparência. 

 

Palavras-chave: Inteligência artificial; Ansiedade em relação à IA; Conexão Self-IA; 

Apego Emocional; Presença Social 

 

Classificação JEL: M30 – Geral; M31 – Marketing, O300 – Tecnologia  
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1. Introduction 

 
The rapid advancement of artificial intelligence (AI) has dramatically reshaped customer 

experiences across various industries, especially within marketing. AI systems are now more 

integrated into customer interactions through tools like recommendation agents, personal voice 

assistants, service robots, and others fundamentally altering the dynamics of consumer-brand 

relationships (Chi et al., 2020; Pantano & Scarpi, 2022). These systems are incorporated to 

personalize customer experiences by leveraging data to predict customer preferences and 

behaviour. This personalized approach strengthens customer engagement, leading to deeper 

emotional connections and improved brand loyalty (Cheng & Jiang, 2022; Huang & Rust, 

2018). AI-powered customer service automation has eased the operational burden on 

businesses by reducing the need for human intervention, allowing companies to scale their 

customer service efforts more efficiently (Cheng et al., 2024). 

The market for autonomous AI agents is expected to grow significantly over the next 

several years. By 2030, the global market is projected to reach approximately $70.53 billion, 

driven by a compound annual growth rate (CAGR) of 42.8% from 2023 to 2030. This rapid 

growth is fuelled by the increasing integration of AI technologies across various industries such 

as retail, healthcare, financial services, and e-commerce. The use of AI agents in applications 

like autonomous vehicles, customer service, and data analysis is becoming more prevalent as 

businesses seek to enhance efficiency, reduce costs, and improve decision-making capabilities 

through automation and intelligent systems (Grand View Research, 2023). Companies are 

increasingly allocating significant portions of their budgets to AI technologies, with AI 

investment expected to grow rapidly over the coming years. By 2025, 30% of U.S. companies 

plan to invest $10 million or more in AI, nearly doubling the number of companies at this 

investment level from 16% in 2023. This shift is part of a broader trend as AI moves from 

experimental phases to becoming an integral part of enterprise strategies, with many 

organizations focusing on scaling generative AI to unlock new revenue streams (EY, 2024).  

While AI offers numerous advantages, it also introduces complex psychological 

challenges, with AI anxiety emerging as a significant factor influencing consumers' emotional 

responses and interactions (J. Li & Huang, 2020).  

This topic is particularly relevant as consumers express growing concerns about AI. The 

European Commission has acknowledged public concerns about AI, noting in its 2020 report 

that citizens worry AI can have unintended effects or be used for malicious purposes. These 

anxieties are often based on misunderstandings and confusion about AI's capabilities, further 
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causing AI anxiety and affecting consumer trust in these technologies (European Commission, 

2020). 

This thesis aims to explore the intricate relationship between AI-induced anxiety and 

consumer behaviour, particularly focusing on two factors: ethics violation anxiety and lack of 

transparency anxiety.  

AI systems are often perceived as "black boxes," making it difficult for consumers to 

understand how decisions are made. This lack of transparency raises concerns about fairness, 

bias, and the potential misuse of AI technologies. In particular, ethics violation anxiety arises 

when consumers fear that AI might act in ways that violate societal or personal ethical 

standards, which can significantly diminish trust in both the technology and the brand 

(Anderson & Leigh Anderson, 2007). Similarly, lack of transparency anxiety occurs when 

consumers are uncomfortable with the opaque decision-making processes of AI, leading to 

unease and mistrust (Clarke, 2019). 

These anxieties are critical to understanding how emotional attachment and social presence 

influence the self-brand connection consumers develop with AI agents (Johnson & Verdicchio, 

2017; Lopez & Garza, 2023). Therefore, the purpose of this research is to investigate these 

relationships. Additionally, this study seeks to explore the moderating role of social presence 

and emotional attachment. By understanding how these psychological and emotional factors 

influence consumer behaviour in the context of AI-driven interactions, the research aims to 

provide insights into how marketers and AI developers can mitigate these anxieties, fostering 

stronger consumer-AI connections that lead to positive customer experiences (Sun & Liang, 

2023; van Straten et al., 2020). 

Thus, the current study aims to explore the following research questions: 

1. How do AI-induced anxieties, specifically ethics violation anxiety and lack of 

transparency anxiety, influence consumers' emotional attachment to AI agents and their 

overall self-AI connection? 

2. To what extent do social presence and emotional attachment mediate the relationship 

between AI-induced anxieties and self-AI connection? 

Artificial intelligence is a rapidly evolving field that continues to attract significant 

academic attention. Despite the progress made in understanding its impact on consumer 

behaviour and brand relationships, many areas remain unexplored, offering many opportunities 

for further research.  
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       1.1 Research Outline 

 

This master dissertation is structured into six comprehensive chapters, each designed to 

systematically address the research objectives and provide a clear path from conceptualization 

to conclusion. 

The first chapter serves as an introduction to the research topic. It begins by identifying 

the research problem and discussing the relevance of the topic within the broader context of 

AI’s role in customer interactions. This chapter also outlines the purpose of the research, the 

specific research questions that guide the study, and an overview of the dissertation structure, 

setting the foundation for the analysis that follows. 

Chapter two is dedicated to the literature review, where key theoretical concepts are 

explored in depth. These include AI anxiety, emotional attachment, social presence, and the 

self-AI connection. The chapter also addresses specific factors of AI-induced anxiety, such as 

ethics violation anxiety and lack of transparency anxiety. By synthesizing existing research, 

this chapter lays the groundwork for the development of the research hypotheses. 

Chapter three presents the research model. This section elaborates on the conceptual 

framework that guides the study, defining the relationships between the central constructs. The 

research hypotheses are integrated into this model, illustrating how the variables are expected 

to interact based on the literature review. 

The fourth chapter focuses on the research methodology. It outlines the research design, 

data collection methods, and questionnaire used for gathering information. The chapter also 

provides insights into the sampling process, discusses the techniques used for data 

measurement and the validation of scales.  

Chapter five presents the analysis of the data and the results of the study. It includes a 

discussion of the findings, along with an evaluation of the research hypotheses, exploring 

whether the data supports the theoretical predictions made in earlier sections. 

Finally, chapter six summarizes the main conclusions of the research, highlighting both 

theoretical and practical contributions. The chapter concludes with a discussion of the study’s 

limitations and offers recommendations for future research. 
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       2. Literature review 

 

2.1 AI and AI agents 

 

According to Cukier (2019) the concept of Artificial Intelligence took its initial steps to 

prominence in 1955 when John McCarthy, along with Marvin Minsky, Claude Shannon, and 

Nathan Rochester, orchestrated a conference at Dartmouth. During this gathering, they 

proclaimed a fundamental idea, asserting that "every aspect of learning or any other feature of 

intelligence can, in principle, be so precisely described that a machine can be made to simulate 

it" (McCarthy et al., 1955: 12). This declaration at the Dartmouth conference marked a defining 

moment in the emergence and shaping of the field of Artificial Intelligence. 

Within the rich history of artificial intelligence (AI) development, scientists have proposed 

numerous definitions, reflecting the absence of a commonly accepted definition. Generally, AI 

is referred to as the ability of a machine to learn from experience, adapt to new inputs, and 

execute tasks in a way similar to human capabilities (Duan et al., 2019). It aims to replicate the 

cognitive functions of the human brain by employing specialized software and algorithms to 

mimic human traits such as perceiving, reasoning, learning, interacting with an environment, 

problem-solving, and even exercising creativity. This is achieved through various techniques 

such as deep learning, neural networks, natural language generation, and speech recognition 

(Pantano & Scarpi, 2022; Xu et al., 2021). 

AI is a crucial technological advancement that has enabled humans to replace manual 

labour with enhanced mental abilities and intellectual skills across various industries (Chien et 

al., 2020). It has a significant influence on fundamental sciences, industrial manufacturing, 

human life, social governance, and cyberspace. AI techniques are harnessed in a range of 

fundamental sciences such as information science, mathematics, medical science, materials 

science, geoscience, life science, physics, and chemistry. This utilization aims to advance the 

development of these sciences and expedite their applications for the betterment of humanity, 

society, and the global community (Xu et al., 2021). 

Over the past several years, there has been rapid advancement in artificial intelligence, 

leading to its widespread application in a customer service context (Ameen et al., 2021). AI 

systems are now increasingly integrated into recommendation agent software (S. Zhang et al., 

2021), serving on the frontlines of customer service and hospitality (M. Li et al., 2021), as 

personal voice assistants (Mou & Meng, 2023), and even as social companions (Pentina et al., 

2023).  
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Service robots and intelligent assistants, whether in virtual or physical form, operate using 

AI technology and are categorized as AI agents (Chi et al., 2020).  

AI agents have significantly transformed how we interact with the digital world by shifting 

from merely assisting with human tasks to becoming active collaborators. They are designed 

to perform various tasks, make decisions, and possess the ability to learn and adapt over time. 

(Franklin, 1997). These smart agents can work independently, respond to any change in their 

environment, and are built to analyse the provided data and carry out actions based on informed 

decisions. Data can be collected from various external sources, including sensor inputs, 

followed by processing, understanding, and analysing that information (Lior, 2020). 

Furthermore, recent innovations such as reinforcement learning and generative models have 

led to the development of groundbreaking tools like ChatGPT, Google Gemini, and Microsoft 

Copilot (Shakir, 2024). AI agents can enhance customer service automation and Customer 

Relationship Management (CRM), improving the customer experience while easing the 

workload on business operations (Cheng et al., 2024). 

For instance, chatbots and virtual assistants simplify customer interactions by 

automatically responding to common questions. This enables quick resolution of typical issues 

and offers instant assistance to customers (Han et al., 2022). For instance, companies like 

Amazon and Apple utilize AI-driven chatbots to respond to customer inquiries, reduce waiting 

periods, and enhance both service efficiency and quality (Peters, 2023) 

The rising importance of AI agents and consumers' interaction with them has significantly 

influenced brand marketing strategies (Vernuccio et al., 2023). As a result, researchers have 

increasingly focused on consumers' interactions with AI-based products, as evidenced by recent 

studies (Lv et al., 2021). In their research, Cheng and Jiang, (2022) found that AI-powered 

chatbots, by enhancing customer-brand relationships through marketing efforts like interaction, 

information accessibility, and entertainment, significantly strengthen consumer loyalty and 

brand resonance. Previous research has explored various aspects, such as the impact of AI on 

customer satisfaction and loyalty. Studies have also investigated how AI can enhance 

personalized customer experiences and improve customer retention (M. H. Huang & Rust, 

2018). Research has also explored the factors influencing AI adoption or resistance. Findings 

indicate that while customers' emotional intelligence does not significantly influence their 

intention to adopt AI, positive attitudes shaped by cultural values and behavioural reasoning 

promote adoption, even in the presence of technological fears (Rasheed et al., 2023). 
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2.2 AI Anxiety 

 

The rapid advancement of AI technology has given rise to a complex psychological 

phenomenon known as AI anxiety, significantly influencing individuals' perceptions of their 

future in critical areas such as education, employment, and personal lives (J. Li & Huang, 

2020). 

For instance, a report from the EU Commission (2020: 9) points out that “citizens also 

worry that AI can have unintended effects or even be used for malicious purposes”. This 

anxiety is often based on misunderstandings and confusion about what AI is and its capabilities. 

Accordingly, AI anxiety refers to a general emotional response characterized by fear, unease, 

or agitation about AI becoming uncontrollable, which discourages individuals from engaging 

with it (Johnson & Verdicchio, 2017). This phenomenon is notably significant because AI 

algorithms often operate with undisclosed mechanisms, leading consumers to feel 

misunderstood or discriminated against when they perceive biased predictions or 

categorizations made by AI (Puntoni et al., 2021).  

Researchers define AI anxiety as an intense fear that arises due to issues caused by the 

transformations brought about by AI technologies in personal or social aspects of life (Kaya et 

al., 2022).  

Johnson and Verdicchio (2017) identified three main factors contributing to this anxiety: 

Factor 1: Sociotechnical Blindness - This occurs when there's a narrow focus on AI 

programs, overlooking the crucial role of human beings and social institutions in enabling AI 

to have meaning and impact. 

Factor 2: Confusion about Autonomy - This factor arises from a misunderstanding of 

autonomy in both computational entities and humans, leading to misconceptions about the 

capabilities and independence of AI systems. 

Factor 3: Inaccurate Conception of Technological Development - This factor stems from a 

flawed understanding of how technology evolves, potentially giving rise to unrealistic 

expectations or fears about the future capabilities and impacts of AI. 

Wang and Wang (2022) in their research have organized AI anxiety into four dimensions: 

The first dimension, Learning, is related to the anxiety individuals may feel concerning the 

constant need to learn and adapt to new AI technologies.  

The second dimension, Job Replacement, involves the fear that AI technologies could 

replace human jobs, leading to unemployment.  
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The third dimension, Sociotechnical Blindness, is associated with the concern that 

individuals may not fully comprehend the implications and consequences of AI technologies. 

The fourth dimension, AI Configuration, encompasses anxiety about how AI technologies 

are configured and controlled, along with the potential for these technologies to become 

uncontrollable.  

Together, these dimensions create a comprehensive framework for understanding and 

measuring AI anxiety.  

In another study, Li & Huang (2020) introduced additional elements to the concept of AI 

anxiety and identified eight factors contributing to AI-related anxiety, encompassing concerns 

like privacy violation, bias behaviour, job replacement, learning anxiety, existential risk, ethics 

violation, artificial consciousness, and lack of transparency.  

Privacy violation anxiety. AI privacy violation anxiety refers to the fear, worry, or 

apprehension that individuals or society as a whole experience due to concerns about the 

potential violation of their privacy by AI technologies (Sætra, 2019). This anxiety arises from 

the increasing use of AI in various aspects of life, including data collection, analysis, and 

decision-making, which can encroach upon personal privacy in several ways (J. Li & Huang, 

2020).  

For example, H. Zhang et al (2023) illustrated that users of smart elderly care technologies 

often experience high levels of anxiety due to potential data breaches. Their study found that 

the implementation of advanced algorithms, like data encryption and blockchain, could 

significantly reduce these anxieties, lowering user concern from 70% to 50% (Zhang et al., 

2023). Similarly, in the area of facial recognition payments, research has shown that while 

technology anxiety does not directly heighten privacy concerns, it does amplify vulnerabilities, 

leading to greater resistance to such technologies (X. Zhang & Zhang, 2024). 

Mou & Meng (2023) in their study have shown that individuals with higher privacy 

concerns exhibit significantly greater resistance to Intelligent Virtual Assistants (IVAs) than 

those with lower privacy concerns. Users with high privacy concerns may feel a lack of control 

over personal information, decreasing their trust and increasing privacy anxiety and consumer 

resistance (Vimalkumar et al., 2021). Therefore, privacy violation anxiety can indeed make 

people scared to use IVAs and other AI agents due to privacy concerns (Mou & Meng, 2023). 

This resistance can extend to other AI agents, such as those used in targeted advertising and 

facial recognition, where unsupervised AI increases the risk of personal data leakage and 

privacy invasion (Evans, 2009). Privacy anxiety is increasingly prevalent with the growing use 

of biometrics, particularly in facial recognition for identity verification. Unauthorized access 
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or manipulation of personal data in these systems can result in serious consequences, 

heightening concerns around privacy (Erkin et al., 2009). 

These studies highlight the importance of balancing the advantages of AI with the privacy 

concerns it generates, stressing the need to protect user privacy in order to foster trust in AI 

technologies.  

Bias behaviour anxiety. In the context of artificial intelligence, bias and discrimination 

arise from the unfair treatment of individuals or groups due to biases in AI algorithms and 

systems (J. Li & Huang, 2020). AI algorithms are designed to make decisions and predictions 

based on data patterns (Bellamy et al., 2019). However, a significant challenge arises when 

these algorithms unintentionally reproduce biases and prejudices found in their training data or 

programming. This may lead individuals to perceive unfair treatment and to experience feelings 

of anxiety (Leavy, 2018). 

Studies have demonstrated that biases can appear in different forms, such as unequal 

service offerings or communication styles that are less effective with specific demographic 

groups, leading to unfair treatment (Erkin et al., 2009). A clear example of bias can be found 

in AI-powered customer management systems, where algorithms rely on factors like gender, 

race, or socioeconomic status when making decisions. As a result, customers might experience 

different levels of service or attention based on these characteristics, which can reinforce 

inequality and contribute to discriminatory outcomes (Akter et al., 2023). Soni (2024) explored 

the effects of algorithmic bias in AI-driven target marketing, demonstrating that consumer 

profiles may be skewed by factors like purchasing history or geographic location, which 

frequently correlate with race and socioeconomic status. The study found that biased 

algorithms can lead to unequal treatment, with some groups receiving fewer or lower-quality 

offers, thereby negatively affecting customer equity.  

Algorithmic price discrimination is also a prominent example of AI bias. This practice 

occurs when online retailers or platforms employ algorithms to set varying prices for customers 

based on factors like demographics, shopping histories, and online behaviours. Consequently, 

this practice can lead to consumer dissatisfaction and anxiety, as it may make individuals feel 

they are being treated unfairly (Wu et al., 2022). 

These examples underscore the critical need to develop AI systems with robust bias 

detection and mitigation strategies to ensure fair and equitable treatment of all customers. When 

AI bias is left unaddressed, it can significantly harm individuals, leading to anxiety, aversion 

to AI, and negative emotions toward AI technology (Erkin et al., 2009).  



9 
 

Ethics violation anxiety. Ethics violation anxiety refers to the concern or worries that 

consumers may experience when they perceive that a brand or company has violated ethical 

standards (Campbell et al., 2022; Li & Huang, 2020). This anxiety is caused by the propaganda 

that AI may exhibit behaviours that violate the rules of human ethics when interacting with 

humans (Anderson & Leigh Anderson, 2007). 

As the line between AI and humans continues to blur, the integration of autonomous AI 

agents into daily life will give rise to various ethical challenges. These challenges include the 

moral complexity surrounding the idea of humans developing romantic feelings for AI or 

forming relationships with AI companions. Additionally, if AI were to deceive humans, it 

would be similar to human dishonesty, raising concerns about the ethics of such behaviour (J. 

Li & Huang, 2020). In addition to these concerns, AI agents can subtly steer human behaviour 

toward unethical actions by providing inappropriate advice or examples. The inherent opacity 

and anonymity of AI further enable individuals to distance themselves from these unethical 

behaviours (Köbis et al., 2021).  

This anxiety created by AI also can arise when consumers become aware that the content, 

they are viewing has been artificially created or significantly altered by AI, leading to a sense 

of deception or falsity. This can negatively impact the persuasiveness of the advertisement and 

the consumer's perception of the brand and attitude towards it (Kietzmann et al., 2018).  

Lack of transparency anxiety. Lack of transparency anxiety is a term used to describe the 

unease or discomfort that individuals may experience when they are unable to fully understand 

or comprehend how artificial intelligence systems make decisions (Clarke, 2019; Lopez & 

Garza, 2023). This anxiety arises from the opaqueness of AI algorithms, as they often involve 

complex, black-box processes that are not easily interpretable by the end users (von 

Eschenbach, 2021). When people cannot understand the reasons behind the outcomes 

generated by AI, particularly when those outcomes are negative or unexpected, it can lead to a 

sense of unease, as they may question the fairness, bias, or reliability of the AI system. This 

anxiety can impact individuals' willingness to trust and use AI technologies and may hinder 

their adoption (Lopez & Garza, 2023). 

Previous research has proposed that transparency is a critical factor in building and 

maintaining consumer trust and fostering positive attitudes and behaviours toward corporations 

(Kang & Hustvedt, 2014). Recent research finds that combining transparency with control 

features in privacy dashboards, allowing users to manage their data within the app, boosts trust 

and participation, whereas transparency alone can deter app usage by raising privacy concerns 

(Bemmann et al., 2022). 
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Job replacement anxiety. Job replacement anxiety arises from the fear that AI will take 

over a wide range of occupations. This anxiety is driven by concerns about being personally 

replaced by AI or by observing others' experiences with job displacement (Li & Huang, 2020). 

With the continuous improvement of AI capabilities, the likelihood of AI outperforming 

humans in various tasks, and doing so more efficiently, is increasing. This development could 

lead to a future where AI places significant constraints on human labour (Fast & Horvitz, 2017).  

Granulo et al. (2019) explore the psychological responses to job replacement, revealing 

that individuals tend to prefer being replaced by humans rather than robots, as robotic 

replacement heightens feelings of economic threat.  

Gondim et al. (2023) highlight that factors like income, job satisfaction, and qualifications 

play a significant role in shaping layoff anxiety, especially during times of economic crisis. 

Their research emphasizes that job replacement anxiety is not solely driven by technological 

advancements but is also influenced by the broader economic context, differing across various 

economic environments 

Learning anxiety. AI anxiety stems from computer anxiety, often referred to as 

technophobia or computer phobia (J. Li & Huang, 2020), which is defined as the propensity of 

a person to be uneasy, apprehensive, or fearful about current or future use of computers 

(Parasuraman & Igbaria, 1990).  

Learning anxiety is described as the anxiety that arises from either witnessing others' 

experiences or from the process of learning AI. It is associated with individuals' lack of self-

confidence in their ability to learn AI, which they often perceive as a challenging task. 

Consequently, this perceived difficulty in mastering AI technology contributes to the 

development of anxiety (J. Li & Huang, 2020). Due to its algorithmic nature, AI can be 

challenging for most people to learn. The fact that AI systems have outperformed even highly 

skilled humans in certain fields further diminishes individuals' confidence in mastering AI 

(Granter et al., 2017). When AI is seen as a threat, along with the challenges of learning it, 

anxiety can arise (J. Li & Huang, 2020).  

Existential risk anxiety. Anxiety about AI survival risk arises from media hype, which 

effectively communicates the notion that AI could potentially destroy humanity in the future 

(J. Li & Huang, 2020). 

An existential risk is the danger that all intelligent life on Earth could lose its ability to 

survive, commonly understood as the threat of human extinction. In the context of AI, 

existential risk anxiety refers to the fear that AI could either eradicate Earth-originating 

intelligent life or drastically and permanently diminish its potential for future growth (Bostrom, 
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2002).  In the coming decades, the emergence of super AI could lead to a perception of humans 

as mentally inferior. This possibility brings significant concerns about human safety, as there 

is no guarantee that these advanced AI systems will prioritize human well-being. The potential 

dangers are widely recognized as key factors that could trigger anxiety (Yampolskiy et al., 

2016)  

Artificial consciousness anxiety. Artificial consciousness anxiety refers to the inherent 

concern that the development of artificial consciousness may compromise or eliminate the 

uniqueness of human intelligence (Buttazzo, 2008). The emergence of self-conscious AI could 

lead to numerous challenges in human interactions. It may not only question the human status 

and impact human behaviour but also blur the distinction between humans and AI. This 

growing uncertainty could ultimately result in artificial intelligence becoming a new, separate 

species from humans (Yampolskiy et al., 2016).  

The concept of AI anxiety is relatively new, and there is a noticeable gap in the existing 

literature regarding its connection to individuals' attitudes toward AI, social presence, 

emotional attachment, and self-AI connection. 

As our research is centered on AI anxiety within the realm of marketing and customer 

interactions, it specifically focuses on how this anxiety influences consumer emotional 

responses. Therefore, our research focuses on two key factors related to AI anxiety: ethics 

violation anxiety and lack of transparency anxiety.  

We chose not to address other types of AI-related anxieties because these concerns are 

more cognitively driven rather than emotionally centered or not directly relevant to customer 

experiences. Including them could detract from the primary aim of our study, which is to 

explore the emotional dynamics of customer anxiety triggered by AI interactions. By narrowing 

our focus, we ensure that the research remains tightly focused on the emotional triggers that 

are most relevant to understanding consumer responses to AI. 

 

      2.3 Emotional Attachment  

 

Emotional attachment, a psychological concept, refers to the bond between an individual 

and a specific object. This bond provides psychological stability when the person is in the 

presence of the object (Bowlby J., 1969). Scholars, including Crowell (2008), contend that 

emotional attachment is an inherent and unconscious human need.  

In the field of marketing research, the mechanism through which emotional attachment 

develops is frequently characterized as extending beyond one's deliberate control. This sets it 
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apart from other pertinent concepts, such as loyalty and involvement, which typically involve 

cognitive decision-making. In consumer-brand relationships, emotional attachment is 

considered a fundamental concept explaining long-term connections (Thomson et al., 2005). 

Thomson, MacInnis, and Park (2005) measured the strength of consumers’ emotional 

attachments to brands and identified three first-order factors: affection (affectionate, friendly, 

loved, peaceful), passion (passionate, delighted, captivated), and connection (connected, 

bonded, attached). 

This attachment extends beyond human relationships to include non-human entities and is 

observed in various contexts like places, pets, brands, and work projects, and is particularly 

pronounced in consumer products (Mugge et al., 2009). Furthermore, emotional attachment 

extends to AI agents and requires connective and affective feelings (Pelau et al., 2023) 

In their research, Grisaffe & Nguyen (2011) identified five key factors that lead to 

emotional attachment to brands. These include superior marketing strategies, benefits derived 

by the user, differentiation in value, sensory pleasure, and sentimental or emotional memories 

associated with the brand. Additionally, they found that traditional customer outcomes, 

socialization processes, and influences across generations also contribute to the formation of 

emotional attachment to a brand. The researchers propose that these elements can be 

strategically used by marketers to foster emotional connections to their brands, thereby 

enhancing customer loyalty. 

Emotional attachment can significantly enhance interactions with AI devices, as 

individuals who develop emotional bonds are more inclined to engage with and recommend 

these devices to others (Martelaro et al., 2016). Moreover, consumers emotionally attached to 

AI are often more forgiving of errors and more willing to offer constructive feedback to 

enhance the AI's performance. Consequently, the role of attachment in refining consumer-AI 

interactions lies in establishing a sense of trust and connection between the user and the AI, 

fostering a more enjoyable and effective experience (Pelau et al., 2023). Furthermore, the 

significance of emotional attachment is underscored in brand evaluation, attitude, and purchase 

loyalty. This means that consumers, having a robust bond with a brand, maintain a more reliable 

and stable relationship with it (Park et al., 2010). The study demonstrates that a group's 

emotional attachment to a technology can result in enhanced performance with that technology. 

Moreover, consistent research findings indicate a connection between emotional attachment to 

technology and the intention to use that technology (You & Robert, 2017). However, studies 

have shown that excessive use of technology, including smartphones and social networking 

sites, can increase anxiety by disrupting emotional regulation and encouraging avoidance-
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based coping strategies (Marino et al., 2023). Emotional attachment to AI companions, 

although providing companionship, can also cause emotional harm when these systems 

reinforce biases or give harmful advice, resulting in ethical dilemmas and mental distress 

(Boine, 2023). Schwitzgebel (2023) explores the emotional and ethical confusion that users 

face when interacting with AI, especially when these systems trigger strong emotional 

responses, making it difficult to distinguish between human and machine behaviour. This 

ambiguity can lead to ethical anxiety, as users struggle with their emotional connections to AI 

while facing uncertain moral and ethical issues. 

According to this analysis, the following hypothesis is proposed: 

 

H1: Ethics violation anxiety is negatively associated with emotional attachment. 

 

2.4 Self-AI connection 

 

Scholars have been actively studying how consumers' behaviour relates to the way they 

connect with brands. Previous research has highlighted the important connection between the 

relationships people have with brands and how they see themselves. In this context, some 

researchers introduced the concept of self–brand connection, which indicates "the degree to 

which consumers have incorporated the brand into their self-concept" (Escalas, 2004). They 

used this concept to examine reference groups as a source of brand association. Their findings 

suggest that consumers are more likely to develop a self–brand connection when there is a 

strong association between consumers and reference groups. More specifically, consumers 

establish personal connections with a brand when it closely aligns with their self-concept, 

encompassing individual attributes, traits, and personal life experiences (Escalas & Bettman, 

2005). Consumers choose to form relationships with brands because such connections 

contribute to their sense of identity and provide a means of self-expression to others. 

Numerous studies collectively indicate that consumers experience a heightened sense of 

connection with brands that in some way represent who they perceive themselves to be or aspire 

to become (Ferraro, 2013; B. Huang & Philp, 2021). Furthermore, self-brand connection 

influences private and public consumer behaviour, encompassing aspects like word-of-mouth, 

personal brand relational quality, and post-purchase behaviour (van der Westhuizen, 2018). 

Scholars anticipate these connections will result in enduring positive brand attitudes and foster 

brand loyalty (Escalas, 2013).  
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However, previous research found that negative information about the brand can be 

negatively associated with self-brand connections. Consumers with high self-brand 

connections tend to experience a threat to their positive self-view when faced with negative 

information about a brand they are connected to, as they view the brand's failure as a personal 

failure (Cheng et al., 2012). Some individuals tend to abandon the brand when faced with 

negative information about it (Angle & Forehand, 2016). This could include news about a 

brand's involvement in unethical practices, product recalls due to safety concerns, poor 

customer service experiences, financial troubles, or any scandal that undermines the brand's 

reputation and the positive associations consumers have with it (Cheng et al., 2012). Anxiety 

is a common response when there's a threat to one's self-brand connection, particularly if the 

connection is strong and valued (Angle & Forehand, 2016). 

In this research, within the construct of self-brand connection, the "brand" will be 

represented by an AI agent acting on behalf of the brand. Recent research indicates that 

individuals tend to form emotional connections with artificial intelligence. The concept of self-

AI connection was first introduced by Huang & Philp (2021) and refers to the perceived 

personal connection that consumers develop with an AI system, particularly when the AI's 

algorithms mirror the consumers' personal behaviours and preferences.  

Using the analysis of previous consumer behaviours, AI recommender systems provide 

personalized offers by accurately predicting their interests and preferences. Essentially, as the 

AI is intricately designed to mirror the consumer's identity, needs, and preferences, a profound 

sense of connection is fostered between the consumer and the AI (B. Huang & Philp, 2021). 

Their research suggests this self-AI connection can influence consumer behaviour, such as 

inhibiting their willingness to share negative word-of-mouth (NWOM) following a service 

failure by the AI. Consumers may refrain from sharing negative experiences because they feel 

that it reflects poorly on their own image, as the AI system is seen as a 'virtual self'. They 

suggest that service providers can offer tools that allow for a higher degree of personalization 

to enhance the self-AI connection. It is also beneficial for providers to explain how the AI 

algorithm works, so consumers understand that the AI is making predictions and choices that 

are meant to replicate their own behaviour. Some researchers suggested that the self-AI 

connection can act as a psychological mechanism to enhance customer engagement and build 

trust in AI (Sun & Liang, 2023; Umar Shakir, 2024). They argue that by forming an emotional 

connection with AI products, customers are more inclined to trust them. This emotional bond 

leads to more favourable attitudes towards the products. 
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As previously mentioned, the literature suggests that when consumers incorporate a brand 

into their self-concept, they establish a self-brand connection. This connection shapes their self-

concepts and can result in emotional attachment, as the brand becomes symbolic of the user 

(van der Westhuizen, 2018b). The deeper integration of a brand into a consumer's identity 

strengthens the connection with the brand, representing a critical element of emotional 

attachment. This integration highlights the cognitive aspects of brand accessibility and its 

closeness to a consumer's self-concept, essential factors in the development of emotional 

attachment to a brand (Japutra et al., 2014; Thomson et al., 2005). The importance of the self 

is emphasized in consumers' emotional connections with brands (Mikulincer & Shaver, 2005). 

Consumers intentionally develop relationships with brands because these relationships help 

shape their self-esteem and serve as a means of expressing their identity to others (Fournier, 

1998). People with a high level of self-brand connection tend to exhibit strong and long-lasting 

relationships and attachments to the brand (J. E. Escalas & Bettman, 2005).  

According to this analysis, the following hypothesis is proposed: 

 

H2: Emotional attachment to AI agents is positively associated with Self-AI 

connection. 

 

2.5 Social Presence  

 

Social presence theory, as defined Kwan Min Lee (2004: 45), is "a psychological state in 

which virtual (para-authentic or artificial) social actors are experienced as actual social 

actors in either sensory or non-sensory ways”. This means that social presence occurs when 

technology users do not notice the para-authenticity of mediated humans and/or the artificiality 

of simulated nonhuman social actors. Thus, social presence extends beyond mere awareness of 

the other agent; instead, it involves the perception of being socially and psychologically 

engaged in the interaction (Biocca et al., 2003). 

Research has highlighted the importance of social presence in humans' perceptions of 

machine agents. Shin and Choo (2011) highlight that social presence amplifies the impact of 

perceived usefulness in robot interactions on developing positive attitudes toward the robot. 

Other studies have applied findings from social psychology to technology-mediated contexts 

to explore their relevance in interpersonal perceptions, demonstrating that interpersonal 

dynamics found in face-to-face contexts can be replicated in virtual environments with both 

agents and avatars (Oh et al., 2018). For instance, participants have been found to feel higher 
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levels of social presence when interacting with a virtual product recommendation agent whose 

appearance matched their ethnicity (Qiu & Benbasat, 2010). Additionally, the level of social 

presence can be influenced by the perceived agency of the virtual human, with people often 

feeling higher levels of social presence when they believe the virtual entity is controlled by an 

actual person rather than a computer program (Appel et al., 2012; Lim & Reeves, 2010; Oh et 

al., 2018). 

Initially developed to connote individual perceptions of the presence of other humans in 

technology‐mediated environments, the concept of social presence is being increasingly used 

in the context of customer interactions with technology (Biocca et al., 2003).  

Research on virtual agents highlights the crucial role of social presence in influencing 

service encounters and users' attitudes toward agents (Verhagen et al., 2014).  

Zhang and Rau (2022) found that social presence plays a mediator role between AI human‐

like appearance and user emotional attachment. Their research indicates that when AIs are 

designed with human-like features, such as human-like images, eye contact, voice, users tend 

to feel a greater sense of social presence, which in turn fosters stronger emotional attachment 

to these agents. Lee and Nass (2003) also explored non-embodied conversational agents, 

reaching similar conclusions. They found that linguistic cues can shape agents' personalities, 

and the social presence of these agents is more pronounced. 

Based on this analysis, the following hypothesis is proposed: 

 

H3: Social presence is positively associated with emotional attachment to AI agents. 

 

Pu et al. (2022) explored the impact of transparency in social network services on self-

disclosure and social presence. Their findings indicate that increased network transparency 

enhances both social presence and self-disclosure by giving users greater control over their 

information. Similarly, in another study researchers investigated the effects of avatar 

transparency in mixed reality (MR) collaborations. They concluded that reduced avatar 

transparency diminishes social presence, especially in augmented reality (AR) settings, where 

more vivid representations are generally favoured (Yoon B et al., 2023). In their study van 

Straten et al., 2020) also discussed how transparency about a robot's lack of human 

psychological capacities results in reduced social presence and heightened anxiety during 

children's interactions with the robot. Nevertheless, this transparency did not affect the 

children’s feelings of closeness, as they continued to feel comfortable and form bonds with the 

robot despite the information provided. 
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Taking into account this analysis, the following hypothesis is proposed:  

 

H4: Lack of transparency anxiety is negatively associated with social presence. 

 

Thus, to summarize the proposed hypothesis: 

 

H1: Ethics violation anxiety is negatively associated with emotional attachment. 

H2: Emotional attachment to AI agents is positively associated with Self-AI connection. 

H3: Social presence is positively associated with emotional attachment to AI agents. 

H4: Lack of transparency anxiety is negatively associated with social presence. 

 

According to the information collected and the proposed hypothesis, the following 

research model was developed: 

 

Exhibit 1 – Proposed research model 

 

 

 

 

This model aims to illustrate the variables that possibly influence and mediate the 

relationship between customer anxieties and their connection with AI systems. The proposed 

model focuses on ethics violation anxiety and lack of transparency anxiety as key antecedents, 

exploring their effects on emotional attachment, social presence, and self-AI connection. 

Through this model, the investigation seeks to analyse how ethics violation anxiety directly 

impacts emotional attachment (H1), which in turn influences the self-AI connection (H2). 
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Additionally, lack of transparency anxiety is hypothesized to affect social presence (H4), which 

subsequently enhances emotional attachment (H3). 

The overall objective of this model is to understand the role of customer anxieties in 

shaping their responses to AI agents. 
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3. Methodology 

 
       3.1 Research Approach 

 

This investigation aims to identify patterns and draw conclusions by testing the proposed 

hypothesis based on the literature review. Therefore, quantitative research was conducted to 

gather data to support the hypotheses and examine the relationships depicted in the conceptual 

model. 

Specifically, it explores the relationships between Ethics Violation Anxiety (EVA), Lack 

of Transparency Anxiety (LTA), Emotional Attachment (EA), Self-AI Connection (SAIC), and 

Social Presence (SP). 

Since the purpose of this analysis is the consumer and its attitude towards AI agents, the 

questionnaire survey method was chosen to test the research model. 

 

       3.2 Data Collection and sample 

 
3.2.1 Questionnaire Development 

 

Data was collected using an online questionnaire administered through Google Forms. The 

target population included consumers who have interacted with AI agents. The sample was 

selected using convenience sampling, given the constraints on time and resources. A total of 

321 respondents participated in the study, providing a sufficient sample size for statistical 

analysis. Time frame where responses were accepted was between April 12th, 2024, and May 

3rd, 2024. 

The questionnaire was designed based on established scales from the literature. It 

comprised several sections, each targeting a specific construct within the conceptual model. 

The questions were formulated to measure Ethics Violation Anxiety (EVA) (J. Li & Huang, 

2020), Lack of  Transparency Anxiety (LTA) (J. Li & Huang, 2020), Emotional Attachment 

(EA) (Jiménez & Voss, 2014), Self-AI Connection (SAIC) (J. E. Escalas, 2004b), and Social 

Presence (SP)(A. Zhang & Patrick Rau, 2022).  

 

3.2.2 Data Measurement and Scales 

 

To achieve the objectives of this thesis, a crucial step was defining the scales based on the 

literature review. All the scales used were sourced from previous studies published in highly 
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ranked journals on the Scimago Journal Ranking. This approach helps ensure validity and 

reduces reliability issues. The exhibit below shows the number of items of each scale and 

associates each variable with its respective scale’s author.  

Exhibit 2 – Scales authors and number of items 

 

 

All of the items of the above scales were measured according a 7-point Likert scale from: 

1 - Strongly disagree to 7 - Strongly agree. 

 

       3.2.3 Pre-Test 

 

Before the full-scale data collection, a pilot test was conducted to ensure the clarity of the 

questions and the reliability of the scales used to create the questionnaire. The pilot test 

involved 13 participants who were representative of the target population, specifically people 

who regularly use AI agents for different purposes. Feedback from the pilot test was used to 

refine the questionnaire, ensuring that the questions were understandable and appropriately 

measured the intended constructs.  

The data were analyzed using SmartPLS 4, where reliability analysis was conducted using 

the PLS-SEM algorithm. Item loadings were tested to ensure they were above 0.7, and 

composite reliability (rho_c) was confirmed to be above 0.7. In Cronbach's alpha, some items 

were slightly below 0.7, but the survey was still proceeded with, as other test results were 

satisfactory. The pilot test results indicated that no significant revisions were needed. 

 

       3.2.4 Sample 

 

The objective of this research is to understand consumers and their attitudes toward AI 

agents, the influence of AI-induced customer anxieties on emotional attachment, social 



21 
 

presence, and self-AI connection. As previously noted, convenience sample was gathered. The 

questionnaire link was distributed via different social media platforms, which led to a snowball 

effect in increasing the sample size. 

The final sample comprised 321 respondents with the following demographic 

characteristics: 40.5% of the respondents were male, and 59.5% were female. Regarding age, 

2.5% were younger than 18 years, 55.5% were between 18 and 24, 33% were between 25 and 

34, 2.8% were between 35 and 49, and 2.5% were 65 or older. 

In terms of occupation, 39.2% were employed, 27.7% were students, 20.6% were working 

students, 6.9% were unemployed, and 5.6% were self-employed. Regarding the frequency of 

AI agent usage, 48.5% of respondents used AI agents weekly, 23.4% used them monthly, 19.6% 

used them daily, 5.9% used AI agents rarely, and 3.1% were unsure about their usage frequency. 

Concerning the duration of AI agent usage, 45.8% had used them for 6 months to 1 year, 

32.1% for 1 to 3 years, 13.1% for less than 6 months, 7.2% for more than 3 years, and 1.9% 

had never used AI agents. For those who had never used AI agents, the questionnaire was 

concluded, and they did not participate further. The demographic information presented below 

is detailed in Table 1. 

Table 1– Demographic information 
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The sample was deemed appropriate for the study, providing a broad representation of 

consumers who interact with AI agents. The data collection process adhered to ethical 

guidelines, ensuring the confidentiality and anonymity of all participants. 
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       4. Results and discussion 

 

The analysis was conducted using partial least squares structural equation modeling (PLS-

SEM) with SmartPLS 4. The research assessed the model in two phases: the outer model (also 

known as the measurement model) and the inner model (structural model), as outlined by (Jörg 

Henseler et al., 2015)). To evaluate the hypotheses, bootstrapping re-sampling was performed 

with 5,000 samples. 

 

       4.1 Outer model  

 

This research evaluates the measurement model through three aspects: convergent validity, 

internal consistency reliability, and discriminant validity presented in the table 2  

Almost all outer loadings exceed 0.7 (Hair et al., 2010), ranging from 0.716 to 0.951, and 

are statistically significant (p < 0.001). Indicators for the lack of transparency anxiety (LTA2) 

and self-brand connection (SAIC1) were deleted from the original model since their low outer 

loadings were below 0.7. 

Additionally, both Cronbach's alpha and composite reliability for the constructs are well 

above the recommended threshold of 0.7 (Hair et al., 2010), indicating strong internal 

reliability. The average variance extracted (AVE) for all constructs is above 0.5, as shown in 

Table 2, demonstrating convergent validity (Hair et al., 2010). 

 

Table 2 – Reliability and validity test for the complete data 
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Table 3 – Discriminant validity of the constructs - Fornell–Larcker criterion 

 EVA EA LTA SAIC SP 

EVA 0.842     

EA 0.192 0.921    

LTA 0.366 0.063 0.872   

SAIC 0.192 0.764 0.177 0.768  

SP 0.182 0.623 0.256 0.675 0.872 

 

Table 4 – Discriminant validity of the constructs – HTMT ratios 

 EVA EA LTA SAIC SP 

EVA      

EA 0.222     

LTA 0.613 0.078    

SAIC 0.243 0.816 0.230   

SP 0.245 0.666 0.317 0.733  
Note: Ethics Violation Anxiety (EVA), Lack of Transparency Anxiety (LTA),  
Social Presence (SP), Emotional Attachment (EA), Self-AI Connection (SAIC). 

 

Two methods can be used to establish discriminant validity. The first one, the Fornell-

Larcker criterion consists of two main conditions to ensure discriminant validity: the Average 

Variance Extracted (AVE) of each latent construct must be greater than 0.5, and the square root 

of the AVE for each construct must be greater than the highest correlation of that construct with 

any other construct in the model (Henseler, et al., 2015). Meeting these conditions ensures that 

a construct shares more variance with its indicators than with other constructs (Henseler et al., 

2015). In this research, the AVE of each latent construct exceeds 0.5 and the square root of 

AVE of all constructs is higher than the correlation with any other construct, indicating 

discriminant validity. The second method, the Heterotrait-Monotrait ratio criterion (HTMT), 

requires that the ratios be lower than 0.85. In this research, all ratios fall between 0.222 and 

0.816, indicating satisfactory discriminant validity within the data (Henseler et al., 2015). 

Additionally, this study employs variance inflation factors (VIFs) to identify 

multicollinearity among the indicators. Hair et al. (2010) suggest that a VIF value below 10 is 

considered acceptable. In this model, all VIF values fall below 10, ranging from 1.277 to 4.549. 

Thus, the analysis confirms that multicollinearity is not a concern in this model. 

 

       4.2 Inner model 

 

An analysis of the structural model fit indicates that the proposed model aligns well with 

the data (SRMR = 0.064, NFI = 0.804) (Henseler et al, 2015). 
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The evaluation of the structural model includes an examination of the R² estimates, Stone-

Geisser's Q² value, effect size (f²), path coefficients (β), and p-values, all of which are detailed 

in Exhibit 3 and Table 5. 

Exhibit 3 – Research model with PLS-algorithm and bootstrapping results 

 

 

Table 5 – Structural Model Results 

 

 

The model predicts a 39.4% of the variance in emotional attachment, 58.3% of the 

variance in self-AI connection, which indicate moderate predictions, and 6.6% of the variance 

in social presence, indicating weak predictive capability (Henseler, et al., 2009). 

The effect size (f2) of against ethics anxiety in relation to emotional attachment and lack 

of transparency anxiety in relation to social presence suggests weak effect size at the structural 

level. In contrast, the effect size of emotional attachment in relation to self-AI connection, and 

social presence in relation to emotional attachment, is large (Cohen, 1988). 

Additionally, the Stone–Geisser's Q2 values for all dependent variables are greater than 

zero (Henseler et al., 2009), confirming the model's predictive validity. 
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Results demonstrated by Exhibit 3 for the model confirm that social presence (β = 0.608, 𝑝 

= 0.000) have a positive and significant influence on emotional attachment. Therefore, as social 

presence in AI agents increases, the higher is customers emotional attachment (H3 is 

supported). Regarding the emotional attachment (β = 0.764, 𝑝 = 0.000) to self-AI connection, 

data identifies that there is a strong and positive relation among these constructs, thus 

confirming H2. 

Results show that ethics violation anxiety (β = 0.081, 𝑝 = 0.023) significantly impact 

emotional attachment, but in the opposite direction of the original hypothesis. While the 

hypothesis predicted a negative relationship, the findings reveal a positive one, leading to the 

rejection of H1. This suggests that EVA does not have the predicted negative influence on 

customers' emotional attachment. In contrast to the anticipated outcome,  Vlachos et al. (2010) 

suggest that anxiety, particularly attachment anxiety, can enhance customer emotional 

attachment. They argue that anxiety multiplies the effects of emotional attachment on customer 

loyalty and word-of-mouth behaviour. In other words, consumers with higher levels of anxiety 

may place greater value on their emotional attachment to the firm, resulting in increased loyalty 

and a greater likelihood of positive word-of-mouth. This perspective may explain why H1 was 

not supported. 

Regarding H4, lack of transparency anxiety (β = 0.247, 𝑝 = 0.000) has a significant impact 

on social presence, but in the opposite direction of what was initially expected. Instead of the 

anticipated negative relationship, the results reveal a positive effect, leading to this hypothesis 

being also rejected. This suggests that LTA does not have the predicted negative influence on 

social presence. Flavián et al. (2024) propose that AI systems with a heightened perception of 

Automated Social Presence (ASP) can help ease psychological tensions. When social presence 

is perceived as stronger, consumers are more likely to feel understood rather than alienated, 

fostering a sense of connection. These perceptions enhance engagement and make interactions 

feel more human-like and personalized, which can mitigate anxieties related to transparency 

issues. Additionally, anxiety related to technology-based customer service, such as chatbots, 

can boost satisfaction when communication is social-oriented rather than task-focused. High-

anxiety customers often seek emotional support, and when chatbots offer warmth and small 

talk, it helps them feel cared for, compensating for the impersonal nature of the technology. In 

such cases, anxiety can enhance the perception of social presence, leading to a better customer 

experience when managed effectively (Xu et al., 2022a). This could potentially explain why 

H4 was not supported. 
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4.3 Mediation analysis 

 

This research follows (Cepeda-Carrion et al., 2018) for the mediation analysis. The 

bootstrapping procedure was used to compute 97.5% confidence intervals for the indirect 

effects.  

We can talk about full mediation when the direct effect is not significant, but the indirect 

effect is significant. (Cepeda-Carrion et al., 2018). 

Table 5 shows all the indirect effects in this model, showing that all of the indirect effects 

are significant. 

In the context of this study, mediation analysis was conducted to investigate how 

Emotional Attachment (EA) and Social Presence (SP) mediate the effects of anxiety-related 

factors—Ethics Violation Anxiety (EVA) and Lack of Transparency Anxiety (LTA)—on Self-

AI Connection (SAIC) and Emotional Attachment (EA). 

The analysis revealed that the relationship between EVA and SAIC is partially mediated 

by EA, with an indirect effect path coefficient (β = 0.062, p = 0.024). While the direct effect of 

EVA on EA was modest (β = 0.081, p = 0.023), EA had a strong effect on SAIC (β = 0.764, p 

= 0.000) and with a VAF of 49.87%, this confirms partial mediation. Although the direct effect 

of EVA on SAIC is small, it remains significant, working indirectly through EA. This suggests 

that addressing ethics-related anxieties can indirectly enhance consumers' connection to AI by 

fostering emotional attachment. These findings are consistent with Schmalz and Orth (2012), 

which demonstrate that attachment can buffer the negative emotional and behavioural 

consequences of ethical violations to a certain extent. Emotional attachment fosters loyalty and 

even ambivalence toward a brand, allowing consumers to maintain a positive perception 

despite its ethical lapses. However, the buffering effect has its limits; when unethical behaviour 

is perceived as highly severe, even strong attachments may fail to protect the brand from 

negative consequences. 

A partial mediation effect was found in the SP → EA → SAIC path, where EA partially 

mediates the relationship between SP and SAIC (β = 0.465, p = 0.000). With a VAF of 50%, 

this indicates that while EA explains part of the effect of SP on SAIC, a direct relationship 

between SP and SAIC remains. This supports the idea that improved social presence 

strengthens consumers' emotional attachment to AI and also directly enhances their connection 

to it. 

The relationship between LTA and SAIC, mediated through SP and EA, was examined 

with LTA → SP (β = 0.256, p = 0.000) and SP → EA (β = 0.608, p = 0.000). The indirect effect 
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through these mediators resulted in β = 0.119, p = 0.000, with a VAF of 50%, indicating partial 

mediation. While the indirect effect is modest, the partial mediation suggests that transparency 

anxieties influence SAIC both directly and indirectly through these sequential mediators. As 

previously mentioned, lack of transparency anxiety can sometimes have a positive association 

with social presence (Flavián et al., 2024). When social presence is perceived as stronger, it 

can enhance attachment. Considering that H2 and H3 were supported, this suggests that SP and 

EA can indeed mediate the relationship between LTA and SAIC. 

Similarly, in the LTA → SP → EA pathway, the analysis demonstrated that the influence 

of LTA on EA is partially mediated by SP (β = 0.156, p = 0.000), with a VAF of 49.94%. This 

further emphasizes the role of social presence in moderating the effects of transparency 

anxieties on emotional attachment. 

The consistent partial mediation observed across these pathways, with VAF values near 

50%, suggests that the relationships between the independent variables (EVA and LTA) and the 

dependent outcomes (SAIC and EA) are partly reliant on the mediators EA and SP. This 

underscores the significant role these mediators play in shaping consumer-brand relationships 

in the context of AI and anxiety-related concerns. 

 

Table 6 – Mediation Analysis Results 

Effect of Indirect     CI Indirect VAF P values Results 

 effect 2.5% 97.5%    

EVA→ EA → SAIC  0.062 0.015 0.122 49.87% 0.024 Partial mediation 

SP → EA → SAIC 0.465 0.386 0.546 50% 0.000 Partial mediation 

LTA → SP → EA → SAIC 0.119 0.072 0.173 50% 0.000 Partial mediation 

LTA → SP → EA 0.156 0.095 0.222 49.94% 0.000 Partia l mediation 

Note: The VAF > 80% indicates full mediation, 20% ≤ VAF ≥ 80% shows partial mediation, VAF < 20% assumes 

no mediation. 
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       5. Conclusions 

 

       5.1 Theoretical Implications 

 

The results of this study demonstrated that emotional attachment and social presence play 

crucial roles in shaping consumers' interactions with AI agents. Mediation analysis revealed 

that emotional attachment and social presence partially mediate the effects of ethics violation 

anxiety and lack of transparency anxiety on self-AI connection. This suggests that while 

addressing consumer anxieties through enhanced emotional engagement and social presence is 

important, these anxieties also have a direct effect on consumers' connection with AI agents. 

The study did not find a direct negative relationship between ethics violation anxiety and 

emotional attachment. Contrary to expectations, AI-induced anxieties do not necessarily reduce 

emotional attachment. Moreover, anxiety may enhance emotional attachment because 

customers fear losing their connection to the brand. This increased emotional attachment can 

lead to higher customer loyalty and a greater likelihood of recommending the brand to other 

potential customers (Vlachos et al. 2010). 

Similarly, there was no direct negative relationship between lack of transparency anxiety 

and social presence. High-anxiety customers, instead of being deterred, tend to seek emotional 

support through AI agents with a strong social presence. This enhances their sense of 

connection and improves their overall experience with the brand (Xu et al., 2022). 

Additionally, social presence was found to have a positive influence on emotional 

attachment. As the perceived social presence of an AI agent increases, whether through human-

like features or interactive behaviours, consumers are more likely to develop a deeper 

emotional attachment to the AI. This aligns with Yan et al. (2024) research and highlights the 

importance of designing AI agents with features that enhance social engagement to foster 

emotional connections. 

Emotional attachment was shown to positively influence the self-AI connection. This 

connection fostered more meaningful information exchange, heightened enjoyment, and 

increased user involvement, ultimately enhancing the self-disclosure process and strengthening 

the relationship between individuals and AI (Pelau et al., 2023). 

In summary, the findings of the thesis underscore the importance of emotional attachment 

and social presence in mitigating the negative effects of AI-induced anxiety, highlighting the 

potential for fostering stronger consumer-AI relationships through thoughtful design and 

interaction strategies. 
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       5.2. Managerial implications 

 

The managerial implications of this research suggest several strategic actions that 

businesses can take to improve customer interactions with AI agents. First, it is essential for 

managers to recognize that AI-induced anxieties, such as concerns over ethics violations and a 

lack of transparency, play a significant role in shaping customer emotional attachment and 

connection to brands. To address this, companies must prioritize transparency in their AI 

systems. For instance, this can be achieved by providing clear explanations of how step-by-

step explanation of how the AI algorithm reached its decision for its recommendation and 

ensuring that AI algorithms operate ethically. The AI could provide transparency about what 

data was used and how each factor contributed to the decision. Additionally, by offering 

customers more control over their data and maintaining open communication channels, 

businesses can reduce anxiety and create better customer relationships with brands' AI agents. 

For example, an e-commerce platform can allow customers to manage their data preferences 

directly through a user-friendly dashboard, where they can choose what personal information 

the AI can use for recommendations. 

In addition to transparency, businesses should focus on enhancing the social presence of 

AI agents. This can be achieved by humanizing AI interactions, which involve using 

personalized communication, adopting human-like characteristics, and ensuring that AI agents 

provide emotional support during customer service interactions. Service chatbots can be 

programmed to respond in a friendly, empathetic tone, addressing customers by name and 

referencing past interactions. Enhancing social presence not only mitigates the negative effects 

of AI anxiety but also fosters emotional attachment, leading to customers' self-AI connection 

and more engaging and satisfactory experience. 

Similarly, emotional attachment plays a critical role in customer interactions with AI, 

moderating the relationship and acting as a buffer against the negative impacts of AI anxiety. 

Therefore, companies should focus on fostering emotional bonds between customers and AI 

by designing AI agents that are relatable and capable of creating meaningful connections with 

users. This could involve incorporating features that allow AI agents to adapt to customers' 

emotional states, enhancing the overall customer experience. 

Additionally, brands should focus on enhancing the connection between individuals and 

AI systems. To foster a self-AI connection, AI systems must deliver personalized interactions 

that resonate with the user’s unique needs, preferences, and behaviours. Investing in AI systems 

that personalize interactions based on user data can foster a stronger self-AI connection, leading 
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to increased brand loyalty and engagement. When customers perceive AI agents as closely 

aligned with their preferences and values, they are more likely to remain loyal to the brand. 

 

      5.3 Limitations and Future Research 

 

Although this research makes a contribution to research on AI-induced customer anxiety 

and its impact on consumer’s emotional attachment, self-AI connection, and social presence, it 

has several limitations that must be acknowledged.  

First, the research employed a convenience sample of individuals who had interacted with 

AI agents, which limits the generalizability of the findings. A more diverse sample, 

encompassing a wider range of demographics and cultural backgrounds, would be necessary 

to enhance external validity. Additionally, the data collection took place over a relatively short 

period, which may not capture the evolving nature of consumer attitudes toward AI. 

Longitudinal studies would provide a more comprehensive understanding of how AI anxiety 

changes over time as consumers' interactions with AI agents continue to evolve. 

Another limitation is the study's focus on specific factors of AI-induced anxiety, namely 

ethics violation and lack of transparency anxiety. Other important aspects, such as biased 

behaviour, job replacement, learning anxiety, artificial consciousness and existential risk, were 

not explored. Including these factors in future research could provide a more holistic view of 

the emotional responses to AI.  

An additional limitation of this study was the exclusive use of surveys for data collection, 

which may not fully capture the complexity of consumer behaviours and attitudes. To overcome 

this limitation, future research could integrate behavioural or experimental methods to provide 

a more comprehensive and accurate understanding of consumer interactions with AI. 

Furthermore, although the study focused on social presence and emotional attachment as 

primary moderators, it did not investigate other potential moderating variables, such as 

technological familiarity, trust in AI or AI anthropomorphism. Future research should consider 

incorporating more factors to gain a deeper insight into how various elements impact consumer 

interactions with AI. 

By addressing these limitations and pursuing these future research directions, scholars can 

contribute to a more comprehensive understanding of AI anxiety and its implications for 

consumer behaviour and marketing strategies. 
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