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Resumo

Esta tese investiga o impacto da riqueza de meios de comunicacdo na confianga dos usuarios
finais em 1A generativa, com foco no papel mediador dos Valores. A medida que a IA
generativa se expande por diferentes setores, compreender os fatores que moldam a confianca
publica é essencial para sua aceitacdo e implementacdo eficaz. Baseado na Teoria da Riqueza
de Midia, o estudo hipotetiza que uma maior Riqueza de Midia—caracterizada por maior
contetdo e qualidade—melhora a confiangca em marcas e sistemas de 1A generativa. O estudo
também examina como os Valores mediam essa relacéo, proporcionando uma visdo detalhada
da dinamica da confianca. O estudo empirico, baseado nas respostas de 300 consumidores e
utilizando a modelo de equacdes estruturais por minimos quadrados (PLS-SEM), confirma
um efeito positivo significativo da riqueza de midia nos niveis de confianca. Foi constatado
que os Valores desempenham um papel mediador em como a Riqueza de Midia influencia a
Confianca em IA generativa. Esses achados ressaltam a importancia de projetar comunicagdes
de IA que sejam ricas em contetdo e alinhadas com os Valores do publico, a0 mesmo tempo
em que gerenciam cuidadosamente a quantidade de informacdes técnicas fornecidas. Para
desenvolvedores e profissionais de marketing de 1A, os achados enfatizam a necessidade de
integrar principios de design orientados por valores nos sistemas de lA e nas estratégias de

comunicagao.
Palavras-chave: 1A generativa, riqueza de meios de comunicacao, confianga em marcas,
confianca em 1A, mediacédo de valores, ansiedade tecnoldgica, percepcoes dos usuarios finais,

contetdo informativo, comunicacdo orientada por valores

JEL Sistema de Classifica¢ao: M31, M37, D01
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Abstract

This thesis investigates the impact of Media Richness on end-user trust in generative Al,
focusing on the mediating role of Values. As generative Al expands across sectors,
understanding the factors that shape public trust is essential for its acceptance and effective
implementation. Based on Media Richness Theory, the study hypothesizes that higher Media
Richness—characterized by greater content and quality—enhances trust in brands and
generative Al systems. It also examines how Values mediate this relationship, providing a
nuanced view of trust dynamics. The empirical study based on responses from 300 consumers
and employing partial least squares structural equation modeling (PLS-SEM) confirms a
significant positive effect of Media Richness on trust levels. foundVValues play a mediating
role, particularly in how Media Richness influences Trust in generative Al. These findings
highlight the importance of designing Al communications that are rich in content and aligned
with audience Values, while carefully managing the amount of technical information provided.
For Al developers and marketers, the findings emphasize the need to integrate value-driven

design principles into Al systems and communication strategies.

Keywords: generative ai, Media Richness, Brand Trust, Al trust, values mediation,

technology anxiety, end-user perceptions, information content, value-driven communication

JEL Classification System: M31, M37, D01, D12, D83
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THE MEANING OF TRUST

“In the quest for understanding Al, trust serves as the bridge that transforms complexity into

clarity.” (T. Miller, 2019)

“Trust is the cornerstone of a resilient future, enabling progress, ensuring that advancements

are embraced with confidence.” (Putnam, 2000)

Vi
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1 Introduction

1.1 Relevance of the topic

The rise of generative artificial intelligence (GAI), described as a disruptive technology, has
the potential to revolutionize how we live, work, and evolve as a society - generating
excitement, raising questions, inducing anxiety (Berg et al., 2023a; Zhang & Gosline, 2023a).
The technology is expected to significantly enhance human capabilities at a low cost (K. Liu
& Tao, 2022; Schwab, 2017; Yi et al., 2006), infiltrate numerous industries, contribute $15.7
trillion to the global economy by 2030 (Murphy et al., 2021), increase global GDP by 7%, and
potentially displace 300 million knowledge worker jobs (Goldman Sachs, 2023). Its application
presents significant societal opportunities and challenges, introducing ethical complexities such
as concerns about fairness, transparency, privacy, and human rights to (Ashok et al., 2022; El
Atillah, 2023; Helbing et al., 2019; Kuziemski & Misuraca, 2020).

Although the exact impact of artificial intelligence (Al), the fundamental technology
behind GAI, on the future is still uncertain, incidents such as a man taking his own life after an
Al chatbot urged him to do so illustrate how Al can lead to fatal outcomes (El Atillah, 2023).
If not properly managed, integrating Al into global society could pose catastrophic risks to
humanity (Bostrom, 2014). However, the development progresses regardless of individual
approval or disapproval (Brynjolfsson & McAfee, 2014). The critical issue is not whether to
engage with this disruptive process, but how to shape and guide it effectively based on
commonly agreed human values (Brynjolfsson & McAfee, 2014; W. Li et al., 2023; Medaglia
et al., 2023). The possible harmful effects of using Al systems have led to a lack of trust by
users (Bach et al., 2024). Trust in Al and its providers is a critical factor in Al acceptance, a
crucial predictor of both behavioral intentions and the use of Al technology (Choung et al.,
2023c; Lancelot Miltgen et al., 2013; Thomas et al., 2013; Venkatesh et al., 2003; Zerilli et al.,
2022). It enables users to feel confident that a device will fulfill its intended purpose, thereby

affecting their willingness to adopt and utilize Al technology (Chang et al., 2017).
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Trust perceptions are a key measure for understanding human value systems, and,
consequently, for driving Al adoption rates, highlighting the importance of understanding the
user perspective (Afroogh et al., 2024; Ahmed et al., 2023; Berente et al., 2021). Given the
absence of governmental regulations at the time of this research, ethical guidelines serve as the
primary principles for organizations, attempting to provide a framework for Al development
and deployment to align with societal values (David et al., 2024; Hagendorff, 2020). However,
these abstract principles require significant effort to apply practically, prompting calls to move
from principles to practice (Bartoletti, 2020; Jobin et al., 2019; Mokander et al., 2021; Munn,
2023). Despite many existing frameworks, their effectiveness remains largely unknown
(Stamboliev & Christiaens, 2024).

To adequately address society's informational needs, these frameworks must be tested in real-
life scenarios using a user-centric approach (Afroogh et al., 2024; Choung et al., 2023; David
et al., 2024), as the influence of trust on Al acceptance varies with context and the information
available to users (Kelly et al., 2023). The key challenge is communicating technical topics in
a trust-building manner that is understandable to non-experts (Johnson-Eilola & Selber, 2023;
Liao & Sundar, 2022; Morley et al., 2020). It is essential to provide enough information to
ensure safety without overwhelming users or causing distrust, similar to the negative effects of
‘greenwashing'(Reinhardt, 2023; Wright, 2024). Achieving this balance is crucial for building
trust without causing confusion or skepticism (Wacksman, 2021).
The rapid, unpredictable, and difficult-to-control development of GAI, along with its significant
economic and societal potential and risks that will impact both professional and personal lives,
makes understanding users' trust perceptions and creating robust trust strategies crucial for
businesses, policymakers, and public institutions (Afroogh et al., 2024; Fligener et al., 2021).
It is essential to understand: How can patients be encouraged to use Al health monitoring apps,
employees to engage with Al performance review systems, parents to adopt Al educational
tools, users to trust Al financial advisors, citizens to interact with Al chatbots for public
services, and consumers to share personal data with Al-driven customer service platforms?
Effective marketing strategies can address this issue and will be essential for communicating
GAls advantages and addressing potential concerns, thereby improving trust and adoption
(Abillamaet al., 2021; Berg et al., 2023a; Berglind et al., 2022; Murphy et al., 2021; Riparbelli,
2024; van Wynsberghe, 2021; Y. Zhang & Gosline, 2023a; Zhanga & Hufmann, 2021).
2
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However, it is necessary to determine if the communication methods used to promote GAI
adoption are effectively meeting their intended purpose (Daft & Lengel, 1986; Hollingshead
& McGrath, 1993) to efficiently guide resource investment into human-centered Al (Kelly et
al., 2023).

1.2 Problem statement

Despite growing recognition of trust as a pivotal element in user acceptance of Al systems
(Devitt, 2018; Siau & Wang, 2018), there is a significant gap in understanding how
organizations can effectively communicate their trustworthiness to meet end-users' needs.
Existing research has predominantly concentrated on technological development and
governance aspects of trust in Al (Liao & Sundar, 2022; Wafa & Muzammil Hussain, 2021),
often overlooking the broader public discourse on trust and the necessity for a user-centric
approach (Bach et al., 2024; Ziegler & Donkers, 2024). However, inconsistencies in how Al is
defined and operationalized in research, coupled with difficulties individuals face in
understanding Al, GAI, and related technologies, create challenges in comparing studies. For
example, Liang and Lee (2017) Liang & Lee (2017)found confusion between autonomous
robots and Al, which complicates deriving actionable insights for influencing Al acceptance
(Kelly et al., 2023).

Additionally, traditional dimensions of trust, such as integrity, competence, and
dependability, as discussed in strategic communication literature (Hon & Grunig, 1999; Paine,
2003; Shockley-zalabak & Ellis, 2006), do not adequately address the complexities involved
in building trust in Al. Trust in the technology itself is intertwined with trust in the organizations
that provide it, and effective communication plays a critical role, especially in situations with a
lot of uncertainty, such as the rapid development of generative Al (David et al., 2024; Luhmann,
1979; Mayer et al., 1995).

There is a notable deficiency in comprehensive research exploring the interplay between
end-users' informational needs, their value systems, and trust perceptions in Al contexts
(Mirbabaie et al., 2022). The integration of human value systems is crucial for fostering trust,
with transparency, fairness, and moral responsibility being essential components (Adomako &
Nguyen, 2023; Hadj, 2020; K. W. Miller et al., 2010; Prahl & Goh, 2021; Rahwan, 2018; Taylor

3
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& Taylor, 2021; Xie et al., 2024). Previous studies have largely focused on isolated aspects of
brand or Al trust, neglecting the integrative approach required to understand their combined
impact (Botha & Pieterse, 2020; Clayton, 2023). Furthermore,while the concept of Media
Richness has been extensively examined in traditional communication settings, its application
to developing effective trust-building strategies for generative Al is still relatively unexplored
(Ishii et al., 2019; Kock, 2005; Maity et al., 2018a).

Current literature highlights the importance of marketing research addressing end-user
information needs and human-centered values to successfully manage the implementation of
generative Al (Ahmad et al., 2023; Choung et al., 2023c; David et al., 2024; Grewal et al., 2017,
Haleem et al., 2022; M.-H. Huang & Rust, 2018; Kelly et al., 2023; V. Kumar & Shah, 2004,
Liao & Sundar, 2022; Mirbabaie et al., 2022).

To address these gaps, the approach will involve testing principles of trust and value by
examining how Media Richness in generative Al communication influences trust, with a focus
on the mediating role of personal values. Exploratory studies are necessary to observe real-
world Al interactions and enhance the external validity of theoretical models beyond well-
studied models like the Technology Acceptance Model (TAM) (Kelly et al., 2023; Ofosu-
Ampong, 2024; Ahmad et al., 2023).

1.3 Research purpose

This study addresses gaps in understanding how Media Richness impacts Brand Trust and
generative Al (GAI) trust, and how values mediate these relationships. By integrating theories
from Media Richness, Brand Trust, and GAI trust, the research aims to provide a
comprehensive view of their interactions. Utilizing the European Commission guidelines for
trustworthy Al, the study will test a theoretical framework against user perceptions through the
creation and evaluation of three distinct versions of a value-based company statement document
for a fictional generative Al provider. Each version will feature varying levels of detail to assess
how comprehensiveness and transparency affect users’ trust perceptions.

The research seeks to advance both academic theory and practical marketing
applications by examining how Media Richness can be leveraged to build and maintain trust in
Al technologies. This will offer valuable insights for enhancing trust in Al systems and the

4
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organizations behind them. The study aims to bridge the gap between theory and practical
application, providing relevant insights for businesses, technology developers, policymakers,
and those working at the intersection of generative Al and human interaction. A key objective
is to ensure that Al development aligns with societal values, making the implementation process
safer and more ethically sound.
Specifically, this study seeks to:

1. Examine the impact of Media Richness on Brand Trust.

2. Investigate the influence of Media Richness on GAI trust.

3. Explore the mediating role of values in the relationships between Media Richness,

Brand Trust, and GAI trust.

By achieving these objectives, the research will provide valuable insights for marketing
professionals and businesses, helping them develop trust building strategies for generative Al
while still adhering to societal values and ethical standards. This alignment is crucial for
fostering safer, more responsible Al implementations and promoting positive engagement with

technology.

1.4 Research questions

The main question guiding this research is: How much information do end-users need in order
to build trust in Al and the organizations behind it, and what role do their value systems play
in this? To achieve the research purpose, the following research questions are proposed:
RQ1: How much information do end-users need to build trust in GAI and the
organizations behind it?
RQ2: What values are important to people when it comes to trustworthy GAI design?
RQ3: What role do these values play in the communicative process of building trust in

generative Al
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1.5 Research outline

This thesis is organized into six main chapters, each designed to systematically address the

research questions and objectives set forth. The structure is as follows:

(1) Introduction: The introductory chapter provides an overview of the research topic,
emphasizing its relevance and outlining the specific problems being addressed. It also
includes the research purpose, questions, and the overall structure of the thesis.

(2) Literature Review: This chapter delves into existing literature on generative Al, Media
Richness, Brand Trust, and the role of values. It identifies gaps in current knowledge
and establishes the theoretical foundation for the research.

(3) Methodology: This section outlines the research design, detailing the experimental
setup, data collection methods, and analytical techniques employed to test the
hypotheses. Results: The results chapter presents the findings from the data analysis,
focusing on the relationships between Media Richness, trust, and values.

(4) Discussion: In this chapter, the results are interpreted within the context of existing
literature, exploring their theoretical and practical implications. This chapter also
addresses the limitations of the study and provides suggestions for future research.

(5) Conclusion: The final chapter summarizes the key findings, contributions to knowledge,
and practical implications of the research. It concludes with recommendations for future

research and practice.
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2 Literature Review

2.1 Al: Disruptive Technology, Disrupted Worldviews
2.1.1 Understanding Generative Al

The term GAI refers to a subset of artificial intelligence (Al) that focuses on
automatically creating new data and content that closely resembles human output (Mondal et
al., 2023). Al essentially mimics human intelligence using computer systems (Berente et al.,
2021). The roots of Al trace back to foundational frameworks established as early as 1950,
aiming to create machines mirroring human faculties like perception, logic, and cognition
(Berente et al., 2021; H. Wang et al., 2019). Over the past fifty years, technological
advancements, coupled with vast datasets and improved algorithmic and computational
capabilities, have propelled Al to become a significant force across various domains (Berente
et al., 2021; Brynjolfsson et al., 2023; Taddeo & Floridi, 2018a). One definition of modern Al
is ‘a machine-based system that can make predictions, recommendations, or decisions
influencing real or virtual environments, given a set of human-defined objectives® (Choung et
al., 2023a). According to Carvalho et al. (2019), Al is a collection of technologies that rely on
processes like machine learning, natural language processing, and knowledge representation.
Building upon Mirbabaie et al. (2022), this research views artificial intelligence not as a
singular technology or a mere assortment of specific technologies. Instead, the definition of
Berente et al. (2021) of Al as "the frontier of computational advancements that references
human intelligence in addressing ever more complex decision-making problems” is adopted.

Generative Al is a specialized technology within the broader field of Al. Similar to Al,
GAlI is an umbrella term that refers to a class of algorithmic techniques (Strobel et al., 2024).
ChatGPT, DALL-E, Midjourney and GitHub Copilot represent some of these systems (Chiu,
2024; Strobel et al., 2024). The essential distinction between GAI and traditional Al lies in the
transition from predefined rule-based systems to GAI systems capable of autonomously
generating novel content, ideas, and solutions (Kar et al., 2023) . GAI technologies use deep

generative models to create new datasets from existing data (Boscardin et al., 2023).
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In 2017, The Economist declared that data had overtaken oil as the world’s most valuable
resource (2017). GAl, being not only a data-driven but also a data-generating technology, is
set to revolutionize human work and daily life alike (Y. Zhang & Gosline, 2023b). Academic
and public discussions reflect a mixture of concern and excitement about this emerging
technology (Botha & Pieterse, 2020; Clayton, 2023; Haupt & Marks, 2023; Khan, 2023; R. Li
et al., 2023). However, the globe is keen to know how businesses, industries and societies will
be impacted by GAI, such as ChatGPT-4 (Berg et al., 2023b).

Positioned as a disruptive technology capable of profoundly transforming our society,
GAI has become a dominant topic in recent research and business,.(Agerfalk, 2020; Fiigener et
al., 2021; Peres et al., 2023; Strobel et al., 2024). Leading the way in technological innovation,
GAl is frequently seen as a key component of both the Fourth Industrial Revolution (Industry
4.0) and the impending Fifth Industrial Revolution (Industry 5.0) (Ahmed et al., 2023; French
et al., 2021; Makridakis, 2017). The Fourth Industrial Revolution, or Industry 4.0, emphasizes
the integration of digital technologies, such as Al and IoT, into manufacturing and other
industries. The Fifth Industrial Revolution, or Industry 5.0, is expected to focus on the
collaboration between humans and advanced technologies, aiming to enhance human
capabilities and create more personalized and sustainable solutions.

This study specifically examines the perception of generative Al rather than general Al
due to its distinctive ability to create new content and data, which affects user perceptions in
unique ways. Generative Al, particularly through applications like ChatGPT, has gained
widespread attention and become a prominent part of daily life, significantly influencing public
perceptions of the technology (Mogavi et al., 2023). By focusing on generative Al, this study
aims to provide more precise insights into public attitudes and industry impacts, thereby
deepening the understanding of how different Al technologies are perceived and their broader
societal effects (Ahmed et al., 2023; French et al., 2021; Makridakis, 2017). However, since
generative Al is a new subset of Al and most of the existing literature uses Al as a broad term,
insights are drawn from this broader body of research. Within the scope of this study, based on
the work of Feuerriegel et al. (2024), GAl refers to a type of artificial intelligence that possesses
the ability to understand, learn, and apply knowledge across a wide range of tasks at a level
comparable to human intelligence. Unlike previous narrow Al, which is designed for specific

tasks, GAI aims to perform any intellectual task that a human can, exhibiting the ability to
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reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly, and
learn from experience.

The capacity to enable the creation and reimagination of content, as well as providing
nearly human-like assistance holds significant consequences across various industries such as
healthcare, entertainment, art, fashion, programming, sales and accounting (Bandi et al., 2023,
Castelli & Manzoni, 2022; Mondal et al., 2023). Al is anticipated to define the next decade by
significantly enhancing human capabilities at a low cost (K. Liu & Tao, 2022; Schwab, 2017;
Yi et al., 2006). Projections suggest Al will revolutionize numerous industries, potentially
contributing an estimated US $15.7 trillion to the global economy by 2030 (Murphy et al.,
2021). According to industry reports, generative Al has the potential to increase global GDP by
7% and could lead to the displacement of 300 million jobs held by knowledge workers
(Goldman Sachs, 2023). This technology promises to improve everyday life through
advancements in healthcare, such as early detection (Becker, 2018), personalized customer
service assistants (Murphy et al., 2021), tailored educational aids (Kashive et al., 2020), and
automated transportation systems (Kaye et al., 2020), among other applications.

The current systems have advanced to the point where their outputs are difficult to
distinguish from human creations (Mondal et al., 2023). Al for example already outperforms
humans in terms of speed and accuracy across multiple areas (Jussupow et al., 2020). They
excel in tasks such as analyzing CT images (Cheng et al., 2016), making judicial decisions
(Highhouse, 2008) and predicting employee performance more effectively than traditional
methods. Algorithms in the form of chatbots are starting to replace humans in customer service
roles (Luo et al., 2019). Looking forward, machine learning capabilities are enabling algorithms
to autonomously learn new games (Silver et al., 2017) and operate vehicles without human
control (Bojarski et al., 2016) suggesting that Al autonomy may soon become a reality
(Jussupow et al., 2020). As GAI stands to enhance society in fields like transportation (Xia et
al., 2020), mental health care (Doraiswamy et al., 2019), and education (Modapothula et al.,
2022), it is crucial to investigate the factors that promote its acceptance and adoption (Schmidt
etal., 2021; Sohn & Kwon, 2020; Taddeo & Floridi, 2018b; Turner et al., 2010).
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2.1.2 Navigating Change — Societal Al Phobia

Presently we find ourselves situated in a period wherein the global community is deeply
concerned about the rapid spread of technologies and their potentially harmful effects (Ferreira
et al., 2022). The integration of Al represents a transformative jump involving not just
technological advancements but also cultural shifts, operational changes, and workforce
dynamics (Agarwal, 2018; Ashok et al., 2016). Its application introduces ethical complexities,
including concerns about fairness, transparency, privacy, and human rights (Ashok et al., 2022;
Helbing et al., 2019; Kuziemski & Misuraca, 2020).

Despite the growing adoption of Al, there are increasing concerns about certain
characteristics of these systems, such as their opacity (often referred to as "black box"), lack of
interpretability, and inherent biases, along with the associated risks (Gulati et al., 2019; Rai,
2020). Distrust in Al, distinct from distrust in the organizations behind it, can stem from fear
(Prahl & Goh, 2021, p. 6) and portrayals in science fiction (Devitt, 2018; Siau & Wang, 2018),
particularly with innovations that are both radical and complex (Devitt, 2018). For example,
films like The Matrix series show Al evolving beyond human control with detrimental effects
on humans. Additionally, distrust is fueled by legitimate concerns about privacy, security, and
accountability, particularly in the context of real-world issues such as system failures and Al
biases (Prahl & Goh, 2021).The complex nature of Al complicates predictions about its
behavior (Bathaee, 2018; Fainman, 2019), makes error tracing and decision backtracking more
challenging (Bathaee, 2018), and hinders understanding the rationale behind its outputs
(Fainman, 2019). These challenges are worsened by the inherent uncertainty in Al outputs
(Zhanga & HulBmann, 2021). If Al systems are poorly designed or not properly tailored to users,
they can lead to unfair and incorrect decision-making (Lakkaraju & Bastani, 2020). The real-
world impact of failures in Al-enabled systems can be severe, potentially causing
discrimination (J. A. Buolamwini, 2017; J. Buolamwini & Gebru, 2018; Dastin, 2022;
Hoffmann & Sollner, 2014; Kayser-Bril, 2020; Olteanu et al., 2016; Ruiz, 2019) and even
resulting in deaths (EI Atillah, 2023; Kohli & Chadha, 2020; Pietsch, 2021).

Therefore, despite the advantages of Al, a phenomenon known as “algorithmic aversion
persists”, causing consumers to hesitate in using Al even though algorithms frequently

outperform human capabilities (Castelo et al., 2019; Dietvorst et al., 2015; Longoni et al., 2019;
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Niszczota & Kaszas, 2020). Previous studies investigating Al acceptance have shown that
consumers generally favor human labor over Al (Granulo et al., 2021) and harbor concerns
regarding the ethical implications of Al (Ameen et al., 2021; Leung et al., 2018). Research
by Fast & Horvitz (2017) shows that growing fear of Al is linked to concerns about losing
control, job security, and the lack of moral judgment in the technology. Ensuring the
trustworthiness of technology and its marketable products and services is therefore crucial,
especially as Al becomes increasingly complex and inevitably ubiquitous in societies. (W. Li
et al., 2023; H. Liu et al., 2023; Nickel et al., 2010; Petkovic, 2023). Due to its potential to
revolutionize the way we work and live, this goes hand in hand with a focused effort required
to ensure that the development of Al complies with ethical, legal, and social norms. (W. Li et
al., 2023). Despite the substantial benefits Al offers, the potential societal risks underscore the
importance of assessing its overall impact from a perspective rooted in public values (Medaglia,
Gil-Garcia, & Pardo, 2021). As Al's development will continue regardless of individual
approval or disapproval, the question is not whether, but how to shape this disruptive process
(Brynjolfsson & McAfee, 2014).

However, how does one familiarize society with a technology that carries both
significant risks and tremendous benefits? Within the scope of this research, this question will
be addressed from a communication perspective: Media Richness Theory (MRT) will be
employed to explore people's value systems by examining their perceptions of generative Al
(GAI). By adopting this approach, the study aims to support Al systems designed with a strong
emphasis on ethical considerations and effective communication of their trustworthiness. The
goal is to identify best practices for these "positive™ Als to demonstrate their reliability,
enabling users to differentiate between trustworthy and less reliable Al systems. By examining
how these Als convey their ethical commitments, the study seeks to enhance user confidence

in Al technologies.

2.1.3 Technology Adoption and Marketing

As stated, the perception of end-users regarding Al systems is crucial for their successful
implementation and acceptance (Vakkuri et al., 2020). An end-user is the person or group who

uses a product, system, or service, particularly in IT. They interact with software, hardware, or
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information systems to perform tasks or achieve goals, unlike developers or IT professionals
who create or maintain these technologies. Understanding end-user needs is crucial because it
ensures that information systems are designed to be relevant and useful for their intended job
performance, ultimately leading to higher user satisfaction and system success (Mahmood et
al., 2000). Understanding and positively influencing these perceptions can therefore
significantly enhance the adoption of Al technologies (Ibafiez & Olmeda, 2022). An effective
strategy to foster a healthy and sustainable development and adoption process of Al therefore
involves strategic communication efforts that meet society's informational needs appropriately
(Deloitte, 2022; The White House, 2023; van Wynsberghe, 2021). This approach aims to
achieve that Al development is aligned with societal values, enhancing public understanding
and trust.

Effective communication helps bridge the gap between Al advancements and public
perception, promoting transparency and addressing ethical concerns (van Wynsberghe, 2021).
Global advisory institutions emphasize that effective marketing strategies from Al development
companies, governments, and other public sector organizations can significantly help meet
informational needs by educating the public - This can involve public awareness campaigns,
educational content, and proactive engagement with the community (Abillama et al., 2021;
Berglind et al., 2022; Riparbelli, 2024). For instance, the World Economic Forum highlights
the importance of public awareness campaigns to build trust and credibility around Al
technologies (Riparbelli, 2024). These campaigns can include tutorials and positive use cases
to show how Al can be leveraged beneficially. Similarly, McKinsey notes that governments
can play a crucial role in educating the public about Al by implementing strategies that
demonstrate Al's potential benefits while addressing concerns about its use (Berglind et al.,
2022). This approach can lead to better public understanding and acceptance of Al technologies.
The Boston Consulting Group emphasizes the need for Al education to ensure that the public
can make informed decisions about Al applications (Abillama et al., 2021). Scientific research
underscores this approach, stating that companies and institutions can enhance customer
understanding of Al by providing clearer explanations of Al functionality, thereby increasing
trust levels (Bedué & Fritzsche, 2022). Effective communication and education strategies can
therefore help demystify Al and illustrate its practical benefits in various sectors, thereby
fostering a more informed and receptive public.

12
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As understanding societal perceptions, including their fears, hopes, and values, forms
the foundation of successful marketing strategies (Rodriguez-Rad & Ramos-Hidalgo, 2018), it
is essential to access and address these needs before spreading information, especially in the
context of technology (Gordon, 2018; National Science Foundation, 2024; Yingprayoon, 2023).
The key question is: how much information do people need? Do they want to know the
technological details of the development process, or is it sufficient to assure them that safety
measures are in place? Providing too much information might be overwhelming, while too little
could lead to suspicion and distrust, similar to the negative effects of greenwashing in
environmental protection (Reinhardt, 2023; Wright, 2024). Finding the right balance is crucial
to ensure trustworthiness without causing confusion or skepticism (Wacksman, 2021).

To gain those insights into customer perceptions and make informed marketing
decisions, it is essential to draw upon the in-depth knowledge provided by academic discourse
(Kraus et al., 2023; S. Kumar et al., 2021). But even though Al sparked a new research focus
in psychology and management, there remains a significant gap in understanding which
characteristics of Al lead to aversion or acceptance (Jussupow et al., 2020). There has been
limited emphasis on the end-user perspective of GAI and Al in general in the existing body of
research (Degas et al., 2022). Most empirical studies have primarily focused on autonomous,
self-driving vehicles and addressing data management requirements (Ahmad et al., 2023).
Areas such as ethics, trust, and explainability require additional research (Ahmad et al., 2023).
Since developers are eager to demonstrate that their technology functions, a lot of published
studies on Al therefore currently concentrate on the technology itself, leaving unclear the effects
of other factors on technology acceptance (Sujan et al., 2020). As predicting the acceptance of
GAI from the perspective of the end-user is a relatively new topic, the research so far
emphasizes the importance of exploring end-user perceptions and the variables that influence
adoption (Ismatullaev & Kim, 2024a). A systematic mapping study conducted by Ahmad et al.
(2023), focusing on end-user needs in Al, concludes that there is an urgent need for an approach
that fully integrates all human-centered aspects in the development of Al-based software. The
study found that the current discussions often focus more on generating ideas than on offering
practical insights and explicit implementation strategies. There is limited understanding of how
well theory aligns with real life. Therefore, the following section will first discuss the findings

of these theories, which will then be examined in the context of the study.
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One can summarize that due to rapid technological advancements, significant knowledge gaps
exist in the current state of Al research (Ofosu-Ampong, 2024). However, what is already
known, and what existing knowledge can be built upon and expanded?

First of all it is well-understood that positive user perception is one of the primary
drivers that leads to success of technology (Al-Khaldi & Olusegun Wallace, 1999; Ditsa &
MacGregor, 1995; Gelderman, 1998; Lyytinen, 1988; Schiffman et al., 1992; Szajna &
Scamell, 1993). Ditsa & MacGregor (1995) identified several critical components influencing
end-users' perception of technology: The quality of information , the user interface features, the
support provided by the company (staff, manuals, etc.), the involvement of the user in the
planning, development and implementation and the user attitudes towards the technology.

Research into consumer behavior and societal perception of Al, particularly generative
Al, reveals a complex interplay of trust, transparency, and communication (Hoff & Bashir,
2015; Ismatullaev & Kim, 2024b; Shneiderman, 2020; B. Zhang & Dafoe, 2019). These factors
significantly influence how Al is perceived and accepted by the public (B. Zhang & Dafoe,
2019). Trust is central to the acceptance of Al technologies (Hoff & Bashir, 2015; Ismatullaev
& Kim, 2024b). It is multi-faceted, involving trust in the functionality of Al systems, ethical
considerations in Al algorithms, and governance mechanisms overseeing Al applications
(David et al., 2024). Technology trust therefore extends to the entities responsible for
developing and regulating Al (Siegrist & Cvetkovich, 2000). Accordingly, the discrepancy
between the current governance landscape of Al, largely driven by corporate self-regulation,
and public expectations creates a trust deficit (David et al., 2024).

Effective communication strategies are crucial for building trust. Transparency in Al
operations, such as clear explanations of Al recommendations, enhances user understanding
and acceptance (Sinha & Swearingen, 2002). Transparent communication demystifies Al
processes and engages users in a way that builds credibility (Sherman & Cohen, 2002).
Additionally, Sinha and Swearingen (2002) emphasize how clear communication can influence
user trust in recommender systems, suggesting that providing detailed explanations and
rationale for Al recommendations can enhance user understanding and acceptance of Al
technologies. Addressing biases within Al systems and ensuring fairness are significant to
gaining public trust as bias can lead to unfair outcomes, which erodes trust (Mehrabi et al.,
2022). Research highlights the need for rigorous testing and validation to demonstrate Al's
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reliability and effectiveness (Lanus et al., 2021). By employing testing techniques, developers
can enhance the quality and robustness of Al systems, ultimately influencing society's
perception of Al reliability (Lanus et al., 2021). Engaging with users and incorporating their
feedback into Al design can align Al systems with societal values and expectations (C. Wang
et al., 2021) . This user-centered approach fosters a sense of collaboration and trust (Sinha &
Swearingen, 2002; C. Wang et al., 2021). Selbst et al. (2019) emphasize the significant
importance of fairness and accountability in Al-driven sociotechnical systems. Ensuring
transparency, fairness, and accountability in Al decision-making processes is essential for
fostering trust among end-users and society at large.Moreover, David et al. (2024) reveal the
significant role of trust in shaping public attitudes towards Al. In the context of Al, trust is not
only placed in the technology itself but also in the entities responsible for its development and
regulation, including trust in the functionality of Al systems, trust in the ethical considerations
embedded in Al algorithms, and trust in the governance mechanisms overseeing Al applications
(David et al., 2024).

The psychological factors influencing user perceptions of Al are also crucial. Research
by Sherman and Cohen (2002) explores the concept of self-affirmation in accepting threatening
information, highlighting the psychological factors that influence user perceptions of
technology. By acknowledging and addressing user concerns through open communication
channels, organizations can reduce defensive biases and foster a more positive perception of Al
technologies (Sherman & Cohen, 2002). This approach not only builds trust but also promotes
user engagement and collaboration with Al systems (Sherman & Cohen, 2002).

In conclusion, discussions in both academic and public spheres often focus on
establishing trustworthy Al through principles such as effectiveness, fairness, transparency,
robustness, privacy, security, and human-centric values (Mittelstadt, 2019; Toreini et al., 2020;
Varshney, 2019). While these principles address the technical aspects of Al trustworthiness
(Liao & Sundar, 2022), trust itself is fundamentally a human judgment characterized by the
perception of dependability in vulnerable situations (Lee & See, 2004; Vereschak et al., 2021).
(Liao & Sundar, 2022) highlight that the perception of Al technology can vary among
individuals, pointing out the importance of effectively communicating AI’s trustworthiness to
users and stakeholders. Research indicates that transparency and effective communication are
crucial for building trust in Al (David et al., 2024; Sherman & Cohen, 2002; Sinha &
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Swearingen, 2002). Addressing biases and ensuring fairness in Al systems further enhances
trust (Lanus et al., 2021). Engaging the public and incorporating their feedback is also vital for
Al acceptance (Sinha & Swearingen, 2002). Strong governance, grounded in ethical
frameworks, can bridge the trust gap (David et al., 2024). Afroogh et al. (2024) highlight that
building trust in Al involves understanding factors related to Al itself, human interactions, and
the specific context of use. Key technical factors like transparency, explainability, and
performance are crucial for enhancing the Al system's trustworthiness across various domains.
However, to achieve user trust, these attributes must be perceived as trustworthy, which can be
facilitated through proper documentation and communication. Research demonstrates the need
for effective communication strategies, yet the precise approach to enhancing public trust
through information dissemination is still a topic for further investigation (Afroogh et al., 2024).

The societal impact of Al and the importance of public trust in its development cannot be
overstated therefore. Addressing uncertainty, promoting transparency, mitigating bias, and
ensuring rigorous validation processes are essential for enhancing trust and acceptance in Al
technologies (David et al., 2024; Lanus et al., 2021; Sherman & Cohen, 2002; Sinha &
Swearingen, 2002). As research progresses, exploring the relationship between communication
strategies and consumer trust in GAIl is crucial for developing effective information

dissemination strategies and fostering a more positive perception of Al.

2.2 Understanding End-Users" Informational Needs
2.2.1 Media Richness Theory

Defining Media Richness: Media Richness Theory (MRT) provides a framework for
understanding the effectiveness of different communication media in conveying information.
The theory posits that richer media are more effective for complex, ambiguous tasks, while
leaner media are suitable for straightforward, routine tasks (Daft & Lengel, 1986). The key
dimensions of Media Richness that determine the appropriateness and effectiveness of a
communication medium include immediate feedback, multiple cues, language variety, and
personal focus. Media Richness theory (MRT), introduced by Daft and Lengel (1986) and later

expanded with Trevino (1987) emerged in the 1980s alongside the rise of electronic
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communication. The theory posits that communication effectiveness depends on matching the
richness of the medium to the equivocality of the task. Per Daft and Lengel (1986), uncertainty
is the absence of information, which can be alleviated by increasing the amount of information
provided. Equivocality, however, refers to ambiguity or misunderstanding, which is better
addressed by the richness or quality of the information. Accordingly, media with varying levels
of richness have various communication effects (Daft & Lengel, 1986; Trevino et al., 1987).

Daft and Lengel's definition of Media Richness (MR), formulated before the advent of
the electronic age, described it therefore as the "ability of information to change understanding
within a time frame™ (1986). Daft and Lengel's (1986) research on Media Richness theory
primarily examined the factors influencing media choice. Hollingshead and McGrath (1993)
later introduced the task-media fit hypothesis, which suggests that the effectiveness of a media
choice depends on how well it matches the decision-making tasks. In subsequent research,
Media Richness has been therefore defined as a set of objective characteristics - such as
feedback capability, communication ability, language variety, and personal focus as previously
worked out by Daft and Lengel (1986) - that determine how well a medium can convey rich
information (Hollingshead & McGrath, 1993). The following will provide a closer explanation
of these characteristics:

Immediate feedback refers to the ability of a communication medium to facilitate real-
time, two-way interaction. This dimension is critical as it allows communicators to clarify
misunderstandings, ask questions, and provide instant responses, thereby enhancing the
accuracy and efficiency of the communication process. Daft and Lengel (1986) defined face-
to-face communication as the richest medium in terms of immediate feedback because it allows
for synchronous exchanges and nonverbal signals that aid in understanding.

Multiple cues encompass the variety of signals a medium can convey, such as visual,
auditory, and verbal cues. Richer media can deliver a combination of these cues, which helps
in transmitting nuanced and detailed information. Trevino et al. (1987) stated that face-to-face
interactions provide visual cues like body language and facial expressions, as well as auditory
cues such as tone of voice, which together enhance the clarity and emotional tone of the
message. Language variety refers to the extent to which a medium supports the use of a wide
range of language forms, from formal and technical language to informal and colloquial
expressions. Daft and Lengel (1986) explained that rich media enable the use of varied language
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that can convey subtle meanings and complex ideas effectively. This is particularly important
in scenarios that require the expression of intricate concepts or emotional nuances. Personal
focus pertains to the degree to which a medium allows for personalized and emotionally
engaging communication. Carlson & Zmud (1999) indicated that richer media facilitate a
personal connection between communicators, which can strengthen relationships and enhance
the effectiveness of the message. This dimension is vital in contexts where trust and personal
rapport are important, such as in management or counseling. Task fit is a dimension that
considers how well a medium aligns with the specific requirements of the task at hand.
Hollingshead & McGrath (1993) stated that communication media vary along a continuum of
potential richness, and their effectiveness depends on the nature of the task. Tasks with high
ambiguity and complexity benefit from richer media, while simpler, well-defined tasks are
better suited to leaner media.

Scholars have since applied Media Richness theory in the context of marketing to study
how media choice affects consumer decision-making (e.g. Lim & Benbasat, 2000; Maity et al.,
2018; Maity & Dass, 2014). According to Cho et al. (2009), the theory's core principle is that
effective communication depends on aligning the medium with the level of ambiguity, which
requires a deep understanding of consumer needs. The key insight from Trevino et al. (1987) is
that effective managers must align the medium’s richness with the task's equivocality to
communicate effectively. Therefore, the communication process should consider the types of
media tools used to ensure effective communication, emphasizing the importance of matching
the media to consumer’s needs (task-media fit). As marketers strive to create compelling
advertising content that captures and engages consumers (Shareef et al., 2017), it is essential
for them to tailor their messages to meet the specific needs of their target audience. A
comprehensive understanding of individual and societal perceptions, including fears, hopes,
and values, is essential for the formulation of effective marketing strategies (Rodriguez-Rad &
Ramos-Hidalgo, 2018). Consequently, it is of interest to marketers to understand the interplay
between Media Richness and customer perception (Palvia et al., 2011). This can encompasses
various dimensions such as the utilization of multiple communication cues or the use of natural
language (Trevino et al., 1987).

Guerreiro et al. (2015) for example state that “the abundance and complexity of stimuli
during purchase decisions may influence consumers” emotional and cognitive states, which
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may trigger avoidance or approach responses.” MRT suggests that richer media, capable of
providing more comprehensive information, can reduce uncertainty and equivocality (Daft &
Lengel, 1986). Accordingly, Media Richness has been found to significantly affect trust and
customer loyalty (Mohamad, 2020). The literature widely supports that Media Richness
enhances advertising effectiveness by delivering more information (Lim & Benbasat, 2000;
Suh, 1999; Trevifio et al., 2000). Increased Media Richness reduces the cost of information
search and expands the range of options consumers consider during decision-making (Maity et
al.,, 2018a). The volume and accuracy of information for example improve customers'
perception of quality in e-commerce (Song et al., 2012). McGrath and Hollingshead's (1993)
task-media fit hypothesis suggests that media vary along a continuum of "potential richness of
information” (Suh, 1999), with extremes being unsuitable for communication tasks due to either
overwhelming richness or insufficient information. Thus, media with moderate richness are
better suited for tasks involving choice and negotiation. Maity & Dass (2014) further explore
this, finding that consumers prefer media with medium to high richness for complex decision-
making, while simpler tasks are typically handled with lower richness media. Tseng & Wei
(2020) found that Media Richness significantly affects the early stages of consumer behavior
(attention, interest, and search) but has less impact on the later stages (action and sharing),
suggesting that firms should use richer media to engage potential customers early in their
buying journey. A study on Al-powered voice assistants highlights the importance of Media
Richness in customer engagement across different cultures (P. H. Huang & Zhang, 2020). The
study found that British users prefer low Media Richness for transactional purposes and high
Media Richness for non-transactional purposes, while Taiwanese users show the opposite
preferences. This suggests that Al voice assistant providers need to tailor Media Richness levels
to user intentions and cultural contexts for effective engagement. The degree of Media Richness
required is therefore context-dependent—greater Media Richness does not always result in a
more positive marketing effect; in fact, it can sometimes lead to confusion or overwhelm.
Accordingly, the present study aims to evaluate the degree of Media Richness required
in the context of GAI, a technology with such profound implications that it induces anxiety
across individuals, society, and businesses on a global scale (Ferreira et al., 2022). Specifically,
it will assess how different degrees of Media Richness in a text-based company statement
document from a fictitious GAI company impact end-users' trust in both the technology and the
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company. Company statements, also referred to as mission statements, are an effective
approach to communicating a firm's core values to its stakeholders as Leuthesser & Kohli
(2015) point out. Therefore, such statements are integral to the construction of corporate
identity, which involves the articulation of an organization's underlying philosophy and
strategic objectives to both internal and external audiences through communication, behavior,
and symbolic representation. Mission statements are widely regarded as essential for defining
a company's identity, purpose, and strategic direction, serving as a critical mechanism for
transmitting the firm's core values to its stakeholders (Leuthesser & Kohli, 2015). Using a
company statement to test trust levels within generative Al is more appropriate than using an
advertisement within the scope of this study because company statements clearly and
consistently reflect the organization's core values and long-term goals (Kaplan et al., 2010).
They provide a more authentic, neutral perspective that appeals to a broad audience, making
them a reliable measure of trust (Jo Hatch & Schultz, 2003). In contrast, advertisements are
often persuasive and focused on short-term objectives, which may not accurately represent the
company's foundational principles or foster trust in the same way (De Mooij, 2019). This
approach aims to provide insights into the informational needs of end-users.

As a text-based company statement will be used to test trust levels, two dimensions
emerge from the literature as relevant for this research. Building on Wang's (2022) research,
which examined the crucial role of MR in user experience in a technological context, MR will
be divided into two dimensions within the context of this study: Information content richness,
which measures the extent to which the richness of a company statement document of a fictive
GAI company's information content meets end-users' needs, and information quality richness,
which refers to the quality and reliability of the information provided by the company to the
end-users. Therefore, drawing on previous research, particularly the contributions of Trevino
et al. (1987), Hollingshead & McGrath (1993), and Z. Wang (2022), this study defines Media
Richness (MR) as the extent and depth of information provided in text-based content relative
to the effectiveness of a communication medium in meetingend end-users' informational needs.
This includes evaluating the richness of the information content to ensure it aligns with the
audience's requirements and expectations, as well as assessing the quality and reliability of the

information to ensure it is trustworthy and dependable for the intended recipients..
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2.2.2 Interplay of Trust and Media Richness

Trust is a key factor in the relationship between Media Richness and communication
effectiveness (Carlson & Zmud, 1999; Doney & Cannon, 1997; Fulk et al., 1987; Gefen et al.,
2003; McKnight et al., 2002a; Trevino et al., 1987). At the same time, to successfully
implement Al in business, industry, and society, a balanced system that relies on trust among
users is essential (Bughin et al., 2018; Cheatham et al., 2019; Choung et al., 2023b; Floridi,
2007; Jacovi et al., 2021a; Shin, 2021; Taddeo & Floridi, 2018a). Trust is fundamental to how
people see themselves, their surroundings and organize their lifes (Lewis & Weigert, 1985),
and it can therefore act as a framework for understanding how users perceive GAI (Choung et
al., 2023b; David et al., 2024). Trust is essential as a preliminary factor influencing individuals’
decisions to engage in risk-taking behaviors or adopt new technologies (Chi et al., 2021; Jacovi
et al., 2021b; Keding & Meissner, 2021). The possible harmful effects of using Al systems
however have led to a lack of trust by users (Bach et al., 2024). End-users are more likely to
embrace Al systems when they understand how these systems work, trust them to make reliable
decisions, and recognize that trust is essential in determining how people interact with Al
systems, driving acceptance and adoption (Alarcon et al., 2018). Trawnih et al. (2022)
investigated how Al affects customer experiences in brand management, revealing that trust
has the greatest impact on Al-powered interactions. An increasing number of researchers
contend that building and preserving user trust is crucial for balancing the user-Al interaction
(Jacovi et al., 2021a; Shin, 2021), creating reliable Al (Smith, 2019) and fully realizing Al's
potential for society (Bughin et al., 2018; Cheatham et al., 2019; Floridi et al., 2018, Taddeo &
Floridi, 2018a). Given that trust in Al is a key principle when addressing user needs, working
with trust metrics is considered essential (Afroogh et al., 2024).

Similarly trust plays a crucial role within MR: The richness of the media through which
brands communicate with consumers can influence perceptions of transparency, competence,
and benevolence—key dimensions of trust (Afroogh et al., 2024; B. Li et al., 2023). Trevino et
al. (1987) did not only demonstrate how different communication media can enhance
communication effectiveness. They also highlighted that this enhancement is contingent upon
the trust between communicating parties. In contexts where trust is lacking, such as facing as

disruptive technology capabilities (Castelo et al., 2019; Dietvorst et al., 2015; Longoni et al.,
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2019; Niszczota & Kaszas, 2020), the potential benefits of rich media may not be fully realized,
suggesting that trust is integral to leveraging the full capabilities of Media Richness. Carlson &
Zmud (1999) further explored the impact of Media Richness on decision-making processes,
emphasizing the mediating role of trust. Their research indicated that trust in the communication
medium significantly influences how effectively individuals use it. This finding suggests that
Media Richness alone is insufficient for effective communication; trust must be established to
fully capitalize on the benefits of richer media. This is particularly relevant for GAI, where user
skepticism may impede the adoption and effective use of advanced communication
technologies.

McKnight et al. (2002a) investigated trust in online environments, finding that it significantly
affects how users perceive and utilize digital communication channels. Their study aligns with
MRT principles, showing that trust enhances the effectiveness of richer media. In the context
of GAI and the scope of this study, it is therefore of interest to evaluate the effectiveness of
communication mediums and varying degrees of information provided with respect to trust.
Fulk et al. (1987) examined the interplay between communication technology and
organizational effectiveness, highlighting the role of trust. They found that trust enhances the
utility of richer media in organizational settings, facilitating more effective communication.
This insight is critical for GAI, as organizations must build trust in Al-driven communication
tools to ensure their successful implementation and utilization. Gefen et al. (2003) focused on
trust in online transactions, finding that it impacts the perceived usefulness of communication
media and users' willingness to engage with them. This reinforces the idea that trust is critical
to effectively leveraging Media Richness. In the context of GAI, trust can enhance user
engagement and satisfaction, leading to more positive outcomes in Al-driven communication.
Doney & Cannon, 1997) explored trust in business relationships, finding that it facilitates more
effective communication and helps overcome barriers associated with Media Richness. Their
work underscores the importance of trust in enabling richer media to achieve their full potential,
a concept that is highly relevant for the adoption of GAI technologies.

As the body of research shows, trust is crucial for effective communication, as well as
for the successful integration of Al into today's and tomorrow's world. Consequently, this study
will consider trust as a key determinant in accessing and addressing end-user needs in the
context of this disruptive technology.
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Understanding Trust: Trust can be described as an individual’s readiness to rely on
another party due to the qualities exhibited by that party (Rousseau et al., 1998). According to
Mayer et al. (1995a), trust is defined as: ‘The willingness of an individual to be vulnerable to
the actions of another based on the expectations that the other party will perform a particular
action that is important to the trustor, irrespective of the ability to monitor or control that other
party. In almost every kind of situation where there is uncertainty, interdependence or a
possibility of unfavorable outcomes, trust is essential (Luhmann, 2018; Mayer et al., 1995b;
Schneider & Fukuyama, 1996). Relationships, both personal and professional depend heavily
on trust (Golembiewski & McConkie, 1975; Morgan & Hunt, 1994a). The development of
mutuality and interdependence in human communication is inherently tied to the establishment
of trust, thus traditionally associating the concept with interpersonal relationships (Choung et
al., 2023b).

However, trust is a multidimensional construct that is connected to the traits, intentions,
and actions of trustees (Lee & See, 2004; Schoorman et al., 2007). Numerous sources have
noted that there are many different and unclear definitions of trust (e.g. Lewis & Weigert, 1985;
Shapiro, 1987a). Psychology literature has long emphasized that trust is target-specific,
meaning it involves one person trusting another with something valuable to them (LaFollette,
1996). Similarly, business researchers acknowledge the complexity of trust, arguing that the
question “Do you trust them?”” must be specified as “Trust them to do what?” (Mayer et al.,
1995a). Building trustworthy relationships, therefore, also requires an understanding of how
the individuals involved in the relationship themselves interpret the word (Fournier,
1998). Accordingly, the specific nature of trust implies that it should be analyzed from various
perspectives (F. Li et al., 2008). Generally, studies on interpersonal and business trust view it
as either a broad belief in the trustworthiness of another party (Moorman et al., 1992; Zucker,
1986) or as specific beliefs about the other party's integrity, benevolence, and competence
(Larzelere & Huston, 1980; F. Li et al., 2008; Mayer et al., 1995b). An empirical study by
Johnson-George and Swap (1982) found a general trust factor and two specific components—
emotional trust and trust in a partner’s reliability—highlighting that trust can exist at multiple
levels.

According to David et al. (2024), there exists a correlation between trust in Al and the
willingness to trust those involved in its development, with trust in Al systems and their
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stakeholders being positively associated with the stakeholders' accountability in overseeing the
technology. As this study focuses on understanding end-user perceptions of a technology
product, it will examine trust levels through the lens of two sub-constructs: trust in the
technology provider, referred to as Brand Trust, and trust in the technology itself, referred to as
Generative Al Trust.

Defining Brand Trust: Brand Trust is a crucial element in marketing and consumer
behavior, reflecting the extent to which consumers rely on a brand’s promises and performance
(Chaudhuri & Holbrook, 2001). This construct is multidimensional, encompassing both
emotional and cognitive components that influence consumer perceptions, attitudes, and
behaviors. Chaudhuri and Holbrook (2001) define Brand Trust as the degree to which
consumers depend on a brand’s ability to deliver on its promises, emphasizing the role of
reliability in the brand-consumer relationship. (Munuera-Aleman et al., 2003) extend this
definition by noting that Brand Trust involves consumer expectations of the brand’s reliability
and intentions, particularly in situations of risk or uncertainty. Trust, therefore, acts as a
safeguard against perceived risks, boosting consumer confidence.

Li et al. (2008) identify two primary dimensions of Brand Trust: benevolence and competence.
Benevolence relates to the brand’s perceived goodwill and ethical behavior towards consumers,
while competence refers to the brand’s demonstrated ability to meet its promises consistently.
For example, a brand engaged in CSR initiatives is perceived as more benevolent (Eisingerich
& Bell, 2008), whereas a brand that consistently delivers high-quality products exemplifies
competence (Morgan & Hunt, 1994).

Importantly, Brand Trust is not confined to commercial entities. It also applies to non-
commercial institutions, including government agencies and non-profits. Trust in government
institutions impacts public compliance with policies and civic engagement (Carter & Rogers,
2008), while non-profits rely on trust to achieve their social missions (Sargeant & Woodliffe,
2007). This broader view is especially relevant for emerging technologies like artificial
intelligence (Al), where trust in both institutions and technologies is vital for public acceptance
and adoption (David et al., 2024).

The influence of Brand Trust on consumer behavior is significant. It Brand Trustenhances
customer loyalty, encourages repeat purchases, and fosters positive word-of-mouth (Delgado-
Ballester & Aleman, 2005; Munuera-Aleman et al., 2003). Additionally, trust can mitigate the
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effects of service failures, as consumers are more likely to forgive brands they trust (Reichheld
& Schefter, 2000).

Theoretical frameworks such as Relationship Marketing Theory and Social Exchange Theory
highlight the importance of trust in maintaining long-term customer relationships and
facilitating mutually beneficial exchanges (Blau, 2017; Morgan & Hunt, 1994a). These
frameworks underscore the multifaceted nature of Brand Trust and its role in positive
consumer-brand interactions. (Gefen et al., 2003) explored the role of trust in online
transactions, emphasizing that trust levels are a crucial determinant for effectively utilizing
Media Richness. Their research demonstrated that higher Media Richness can enhance trust in
the communication process, particularly regarding trust in brands and technology, suggesting a
direct relationship between Media Richness and Brand Trust.

In this study, brand trust is thus conceptualized as a higher-level construct influenced
by its various dimensions. Drawing on prior research by Li et al. brand trust is understood to
arise when consumers place their confidence in a brand based on specific aspects such as
performance competence and benevolent intentions. In this study, Brand Trust is thus
conceptualized as a higher-level construct shaped by its various dimensions. Drawing on
previous research by Li et al. (2008) and Jarvis et al. (2003), Brand Trust is posited to occur
when consumers place confidence in specific aspects of a brand, such as its performance
competence and benevolent intentions, with each dimension contributing to the overall
perception of Brand Trust. Because this study aims to assess consumer perceptions, it is
meaningful to examine Brand Trust through the lenses of competence and benevolence. As Li
etal. (2008) argues, when consumers expect a brand to perform well, it can enhance their overall
trust in the brand. However, trusting a brand's competence does not necessarily imply trust in
its intentions or customer care. For instance, in a single purchase, customers may prioritize
product performance over the seller's intentions. In contrast, long-term brand loyalty often
involves trusting both a brand's competence and its benevolence towards customers.
Understanding perceptions of competence and benevolence is therefore crucial for building
sustainable relationships (Jarvis et al., 2003; F. Li et al., 2008).

Within the scope of this study, Brand Trust (BT) is defined as consumers' " willingness
to rely on the ability of the brand to perform its stated function,” (Chaudhuri & Holbrook, 2001)
assessed through a two-dimensional framework. Here, competence is defined as the brand's
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ability to perform its stated function, while benevolence refers to the brand's reliability and
intentions in situations involving risk to the consumer (F. Li et al., 2008).

It can be summarised that Media Richness refers to the ability of a communication
medium to effectively convey information and meaning (Daft & Lengel, 1986). Studies indicate
that higher Media Richness can enhance trust in the communication process, particularly in the
context of Brand Trust (Gefen et al., 2003). Based on the media-task hypothesis (Hollingshead
& McGrath, 1993), it is assumed that when users receive information about GAI through a rich
media channels tailored to their informational needs, they are more likely to perceive the brand
as reliable and trustworthy, thereby strengthening their overall trust in the brand. This
assumption is supported by research indicating that richer media facilitate better
communication and understanding, thereby enhancing trust (Carlson & Zmud, 1999). Thus, it
is hypothesized that if the degree of Media Richness provided within a company statement by
an institution working with GAI technologies meets the needs of its recipients, it can foster a
deeper understanding and stronger emotional connection between the user and the GAI

provider, leading to increased Brand Trust.

In this study, it is hypothesized that Media Richness is a predictor of Brand Trust.

H1: A direct relationship exists between Media Richness and Brand Trust

Defining GAI Trust: There are clear differences when it comes to trust in technology.

The key distinctions between trust in technology and trust in humans lie in the emphasis on
moral agency and competency for interpersonal trust, whereas trust in technology is rooted in
functionality and reliability, underscoring the unique nature of trust in technology as opposed
to trust in people (McKnight et al., 2011). Despite trust being extensively studied across various
disciplines (McKnight & Chervany, 1996), there is still disagreement and insufficient research
on the definition, importance, and measurement of user trust in Al-enabled systems (Bauer,
2019; Gulati et al., 2019; Sousa et al., 2019). Consequently, terms like trust, trustworthy, and
untrustworthiness may be addressed without a clear focus and understanding of how these
concepts influence interactions between users and Al systems, as mere principles cannot
guarantee actual trustworthiness (Mittelstadt, 2019). Trust in technology is not easily
quantifiable and cannot be simplified into a single construct (Choung et al., 2023). Instead, trust
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in technology is a socio-technical concept that reflects an individual's willingness to be
vulnerable to the actions of others, regardless of their ability to monitor or control these actions
(Schoorman et al., 2007).

(Mayer et al., 1995) define trust in humans as encompassing beliefs in ability,
benevolence, and integrity. Ability refers to competencies to successfully complete tasks,
benevolence to positive intentions not solely self-serving, and integrity to consistent,
predictable, and honest behavior. This three-dimensional view is crucial in human interactions,
fostering reliability and integrity.

Research has extended this concept to human-technology relationships (Calhoun et al.,
2019), particularly with technologies exhibiting human-like traits just as GAI is designed to do
(Gillath et al., 2021). However, differences in user expectations and the non-applicability of
interpersonal trust principles to human-machine trust have been noted (Madhavan &
Wiegmann, 2007). Analyzing trust into its constitute elements allows for a deeper
comprehension of technological acceptance (McKnight et al., 2002). Trusting is often based on
beliefs and perceptions regarding the attributes and characteristics of the other party (X. Li et
al., 2008). These beliefs and perceptions can be categorized into four dimensions: competence,
benevolence, integrity (Callegaro et al., 2015; lacobucci & Churchill, 2010; X. Li et al., 2008)
and predictability (lacobucci & Churchill, 2010; X. Li et al., 2008). McKbnight et al. (2011)
argue that trust in technology differs qualitatively from human trust, proposing dimensions of
functionality, reliability, and helpfulness to replace ability, integrity, and benevolence,
respectively.

Al, distinct from traditional technologies, operates autonomously and exhibits human-
like characteristics, challenging existing trust definitions (Thiebes et al., 2021). For
technologies with higher human resemblance, trust in human scales predicts outcomes better
than trust in technology scales (Lankton et al., 2015), necessitating a conceptual framework that
integrates technology and its human-like attributes. While a definitive definition of trust in Al
is still evolving, two dimensions appear relevant. human-like trust (benevolence and integrity)
and functionality trust (Mayer et al., 1995; Mcknight et al., 2011). Human-like trust concerns
the alignment of Al algorithms with societal values and ethical design, while functionality trust
pertains to reliability, competence, expertise, and robustness (Choung et al., 2023).
Furthermore, Al-enabled systems are inherently complex, making it challenging for users to
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immediately understand, accept, and justify their functions and design elements complex
(Bathaee, 2018; Fainman, 2019; Mittelstadt, 2019). Even when users feel they have control
over a complex system, they often misinterpret the causality of its elements (Dérner, 1980).
These complexities clearly pose challenges in addressing user trust in Al systems and may lead
to a trust gap between users and these systems (Ashoori & Weisz, 2019).

Trust in Al, as defined by Choung et al., involves having faith in three key aspects:
benevolence, integrity, and competence (Choung et al., 2023). Benevolence and integrity
pertain to human-like trust, emphasizing the kindness, sincerity, honesty, and consistency of Al
technology. Competence, on the other hand, relates to functional trust, highlighting the
effectiveness and reliability of Al systems. This definition will be adopted within the scope of
this study, with trust in Generative Al being defined as a multidimensional concept which
includes human-like trust (benevolence and integrity), focusing on the social and cultural
values embedded in GAI algorithms, and functional trust (competence), emphasizing the
reliability and competency of GAI technology.

Based on the media-task hypothesis (Hollingshead & McGrath, 1993), it is assumed that
when users receive information about GAI through rich media channels tailored to their
informational needs, it can foster a deeper understanding and a stronger emotional connection
between the user and the Al technology. This, in turn, can lead to increased trust in generative
Al. Research supports this notion, indicating that richer media enhance communication
effectiveness and trust in technology (Carlson & Zmud, 1999). Therefore, it is hypothesized
that if the degree of Media Richness in a Company Statement provided by an institution
working with Al technologies meets the informational needs of its recipients, end-users are
more likely to feel confident in the technology's benevolence, integrity, and competence,
thereby increasing their trust in generative Al.

In this study, it is hypothesized that Media Richness is a predictor of trust in GAI.

H2: A direct relationship exists between Media Richness and Generative Al Trust

2.2.3 Value Systems

As previously noted, implementing GAI is not merely an organizational issue but also a moral
one, prompting global society to consider: How do we want to shape the future? Moral
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questions reflect deeply held values, which are crucial for understanding individuals' attitudes
towards technology (Cruz-Cérdenas et al., 2019). Moreover, the potential societal risks of GAI
underscore the need to assess its implementation process through the lens of public values
(Medaglia et al., 2023). As (Choung ket al., 2023) further point out, trust in Al extends beyond
its functionality to include the alignment of Al algorithms with societal values and ethical
design. Understanding how individuals prioritize ethical values can shed light on their
expectations in the Al domain (David et al., 2024). Addressing these value systems can
influence trust in both the technology and its provider; when users perceive that technology
aligns with their ethical and moral standards, their trust in both the brand and the technology
increases (McKnight et al., 2002a). Embracing an Al approach based on human values benefits
society and is essential for maintaining a positive brand image and ensuring long-term success
in a dynamic market (Adomako & Nguyen, 2023; Hadj, 2020; Xie et al., 2024). Thus,
examining value systems can help bridge the gap between how information is conveyed (Media
Richness) and the resulting levels of trust. Consequently, understanding the interplay of value
systems, Media Richness, and trust can provide valuable insights into individuals' informational
needs and offer important clues for successful technology implementation. To achieve this, a
deeper examination of the concept of "value" in the context of GAI is necessary.

Defining Values In an ethical or moral context, value refers to the principles or standards
that individuals or societies use to judge what is right, important, or desirable. These values
guide behavior, shape beliefs, and influence decisions, often reflecting deeper philosophical or
cultural ideals (Rachels & Rachels, 2012). Values influence how individuals perceive and
interpret information (Schwartz, 1992)., as well as their expectations and responses to
communication (Schultz & Wehmeier, 2010). For instance, someone who highly values
privacy might be likely to favor technology that offers strong data protection and transparent
privacy policies. Companies, public organizations, and researchers have created numerous lists
of Al ethics principles (Jobin et al., 2019). Given the absence of governmental regulations at
the time of this research, these ethical guidelines currently can serve as guiding principles for
organizations. They provide a framework for navigating the complexities of Al development
and deployment, ensuring alignment with societal values and norms (Hagendorff, 2020).

This study aims to understand what customers anticipate from generative Al and how
organizations offering these services can effectively support them to build trust in the
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technology. Therefore, the criteria developed in ethical guidelines will serve as a foundation
for categorizing various topics of potential customer concerns. The goal is to identify topics of
importance for customers and assess whether different methods of explanation impact their
trust.

Al Ethics Framework: Al ethics can be defined as a framework comprising values,
principles, and methodologies that utilize universally recognized standards of morality to
govern ethical behavior throughout the development and deployment of Al technologies
(Leslie, 2019). (Attard-Frost et al., 2023) contextualize ethical guidelines within Al, offering
recommendations for Al developers, users, policymakers, and other stakeholders to maximize
benefits while minimizing associated risks. These guidelines are typically disseminated through
research papers, reports, statements of principle, or similar documents, and are inherently
prescriptive. They form an integral part of the broader Al ethics discourse, incorporating
descriptive and critical perspectives from diverse sectors such as industry, academia,
government, and civil society.

Ethical Guidelines and Customer Perceptions: Ethical guidelines can be used to assess
customer perceptions because ethical considerations play a crucial role in shaping individuals’
beliefs, attitudes, and behaviors towards various issues, including Al technologies (Mittelstadt,
2019). Customers tend to trust Al systems perceived as ethical and aligned with their values,
highlighting the interconnected nature of ethics and trust in shaping customer perceptions
(Allen & Wallach, 2012). By analyzing how individuals prioritize ethical values and principles
within the Al context, research can glean insights into their perceptions of responsibility and
trust towards various stakeholders involved in Al development and deployment (David et al.,
2024). Ethical considerations offer a framework for evaluating the moral implications of
technological advancements like Al, enabling individuals to assess potential risks and benefits
(Mittelstadt, 2019). Understanding how individuals prioritize ethical values can shed light on
their expectations in the Al domain (Choung et al., 2023; David et al., 2024).

Building Trust through Ethical Al Practices: Adhering to ethical standards signals
companies' commitment to responsible Al practices, which can enhance customer trust and
confidence in Al systems (Helberger et al., 2020). Research underscores the impact of ethical
lapses in Al on customer trust, often resulting in erosion of trust following adverse events (Hoff
& Bashir, 2015).Integrating ethical guidelines into Al development processes is essential for
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mitigating risks and fostering sustainable trust with customers. Organizations that prioritize
ethical considerations in their Al strategies are more likely to engender trust among customers,
nurturing enduring relationships built on transparency and integrity (Arogyaswamy, 2020).
Leveraging ethical guidelines to assess and uphold standards in Al technologies allows
organizations to proactively address customer concerns and build a foundation of trust (Araujo
etal., 2020). Ethical Al practices not only enhance organizational credibility but also contribute
to establishing a trustworthy Al ecosystem that prioritizes customer and societal well-being.

Challenges and Criticisms of Ethical Guidelines: However, ethical guidelines should be
reviewed critically. Stamboliev and Christiaens (2024) conducted a discourse analysis on ethics
guidelines for trustworthy Al, noting that many proposals address ethical issues but are often
too vague to be practically useful (Prem, 2023). Abstract principles require significant effort to
be practically applied to Al systems, prompting calls to move from principles to practice (Jobin
et al., 2019; Mokander et al., 2021). These frameworks lack specificity on application, leading
to arange of approaches, methods, and tools being suggested to address Al ethics. As big tech’s
influence grows (Bartoletti, 2020), institutions striving for ethical standards often battle
industry influence, leading to skepticism about the effectiveness of Al ethics (Munn, 2023).
Critics warn that ethical principles in Al regulation often lead to non-binding statements,
contributing to ‘ethics washing’ (Reinhardt, 2023; Wright, 2024). Despite over 80 Al ethics
frameworks existing, conceptual vagueness and weak enforcement hinder ethics from
countering industry interests (Mittelstadt, 2019). Against the backdrop of rapid technological
advancements and fluctuating societal values, (Choung et al., 2023a) emphasize that these
frameworks need to be adaptable and evolving. This is supported by (Afroogh et al., 2024; Zhou
& Chen, 2023) who state that it's important to consider the rapid changes in Al development,
which may sometimes clash with earlier principles or pre-set metrics. They suggest that Al
should maintain flexibility within its intended framework, supported by data from
questionnaires, interviews, and surveys, to keep up with public values amid the dynamic
development process of Al (Afroogh et al., 2024).

The Scope of the Study: In line with the study’s scope, since ethical guidelines are only
used as a basis for capturing and categorizing potential customer perceptions, it is important to
utilize a comprehensive category catalog. Ethical considerations surrounding Al encompass
dimensions such as fairness, transparency, accountability, safety, and robustness (Araujo et al.,
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2020). There is increasing agreement on the fundamentals of responsible Al development,
although governance frameworks relating to Al systems and their widespread use are still
developing (Choung et al., 2023a). Common ethical requirements for Al have been identified
by Hagendorff (2020) through an analysis of ethics guidelines from organizations like Google,
Microsoft, IBM, the OECD, IEEE, and governments of China, the United States, and the EU.
These include human agency, privacy, transparency, explainability, safety, and cybersecurity.
The European Commission’s High-Level Expert Group on Al (Al HLEG) has provided a set
of overarching principles that align with these concepts (David et al., 2024). Seven requirements
emerged from their work: human agency, technical robustness, privacy and data governance,
transparency, diversity and non-discrimination, social and environmental well-being, and
accountability (see Figure 1). This framework is particularly relevant for this study as it
connects the trustworthiness of Al with ethics and has been used to evaluate individuals’

perceptions of trust regarding Al (Choung et al., 2023b; David et al., 2024).
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Figure 1: Seven requirements for trustworthy Al proposed by European Commission

Requirements Description

1. Human agency and oversight Al systems should allow people to make informed decisions. There
should be a human oversight mechanism through a “human-in-the-
loop” approach

2. Technical robustness and safety Al | systems should be safe, reliable, and reproducible to minimize
unintended harm

3. Privacy and data governance Ensure privacy and data protection, which requires an adequate data
governance framework

4.Transparency Al systems and business models should be transparent, and the Al
systems’ decisions shouldbe explainable to the stakeholders. People

need to be informed about the systems’ capabilities and limitations

5. Diversity, non- Al systems should be accessible to all, and unfair biases should be
discrimination, and fairness avoided. Minimizing algorithmic bias is also important

6. Societal and environmental Al systems should benefit human beings and they should take into
well-being account the social impact and environmental consequences

7. Accountability Mechanisms should be put in place to ensure responsibility and

accountability for Al systems and their outcomes

Notes. Source: David et al, 2024, p. 8

Based on the body of research presented, within the scope of this study, values are defined as
the ethical principles and standards that inform and guide the behavior, beliefs, and decision-
making processes of individuals and organizations. These values reflect societal norms and
cultural ideals, influencing the development, deployment, and acceptance of Al technologies.
In the context of Al ethics, values encompass dimensions such as fairness, transparency,
accountability, safety, and robustness, serving as a foundation for evaluating customer
perceptions, fostering trust, and ensuring responsible Al practices.

As shown, values significantly shape individuals' perceptions and attitudes towards technology.
The interaction between Media Richness and values influences how information about
technology is perceived and accepted (Suh, 1999). It is therefore hypothesized that a direct
relationship exists between Media Richness and values. According to the task-media fit theory,

it is consequently assumed that if the degree of Media Richness matches end-users'

33



GENERATIVE Al: THE IMPACT OF MEDIA RICHNESS ON END-USER TRUST LEVELS

informational needs, it can effectively convey ethical considerations and address users' value
systems in the context of GAL.
In this study, it is hypothesized that Media Richness is a predictor of values.

H3: A direct relationship exists between the degree of Media Richness and values.

Additionally research shows that when users perceive that a technology aligns with their ethical
and moral standards, their trust in both the brand and the technology itself increases (McKnight
et al., 2002a). Values can therefore influence trust in both the provider and the technology,
indicating that alignment with users' values fosters trust.

It is therefore hypothesized that there exists a direct relationship between values and Brand

Trust, and values and Generative Al Trust, respectively.

In this study, it is hypothesized that values are a predictor of Brand Trust and GAI trust.
H4: A direct relationship exists between values and Brand Trust.

H5: A direct relationship exists between values and GAI trust.

Based on the research presented, it can be summarised and assumed that individuals'
perceptions of the richness of a communication medium are shaped by their values. For
instance, an individual who places a high value on transparency may find a detailed
technological explanation of a system’s functionality both helpful and trust-enhancing, whereas
another person might feel overwhelmed by the same level of detail. Therefore, understanding
end-users' values can help institutions working with GAI tailor their communication to offer
information that is both accessible and conducive to trust-building. The body of research
indicates that understanding values can bridge the gap between how information is conveyed

(Media Richness) and the resultant trust levels.

Accordingly, it is hypothesized that values mediate the relationship between Media
Richness and Brand Trust, and Media Richness and Generative Al Trust, respectively.

H6: Values mediate the relationship between Media Richness and Brand Trust.

H7: Values mediate the relationship between Media Richness and Generative Al Trust.
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This mediation effect suggests that Media Richness alone might be insufficient and reveals the
extent to which the conveyed information must resonate with users' values to build trust
effectively (Fulk et al., 1987).

2.2.4 Conceptual Framework

This study seeks to explore how the richness of Media Richness influences perceptions of trust
within the scope of GAL. Figure 2 illustrates the conceptual framework outlining the research
methodology. Media Richness is posited as a precursor to both Generative Al Trust (H1) and
Brand Trust (H2). Additionally, it is hypothesized that VValues moderate these relationships (H3,
H4).

Figure 2 - Conceptual Framework

— Independent Variable Brand Trust
= =2 Mediator .
| — Dependent Variable H
H1 !
| HasHe

. H3 poesssdassacsnas

Media Richness 1 Ethical Values |

________________ H

Generative Al Trust }

H1: A direct relationship exists between Media Richness and Brand Trust

H2: A direct relationship exists between Media Richness and Brand Trust

H3: A direct relationship exists between the degree of Media Richness and values.
H4: A direct relationship exists between values and Brand Trust.

H5: A direct relationship exists between values and GAI trust.

H6: Values mediate the relationship between Media Richness and Brand Trust.

H7: Values mediate the relationship between Media Richness and Generative Al Trust.
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3 Methodology

3.1 Research Approach

This study seeks to identify patterns and draw broad conclusions about end-user informational
needs around GAI by testing the proposed hypothesis grounded in the existing literature.
Therefore, a quantitative research approach will be employed to facilitate quantitative
predictions. Additionally, quantitative research permits the collection of data from a larger
sample, measurement of data, generalization of findings, and identification of patterns
(Malhotra, 2007). Given that the unit of analysis is consumer trust the questionnaire survey
method has been selected to test the proposed hypotheses (Wood, 2024). To test the hypotheses,
an experiment was designed involving one independent variableMedia Richness with three
distinct levels. The manipulated independent variable was media richness, categorized as low,
moderate, and highMedia Richness. As a result, three experimental groups were surveyed
online. Each participant was randomly assigned to one test group. Each group answered an
identical set of questions to measure Brand Trust, GAI Trust and Values, differing only in their

prior exposure to different levels of Media Richness.

3.2 Stimuli

This study aims to investigate end-users' informational needs regarding generative Al and how
organizations can cultivate trust in this technology. To operationalise MR, a company statement
from a fictional generative Al service provider with varying levels of MR is designed (see
Annex H). In developing the stimuli for this study, not all dimensions of Media Richness could
be effectively represented across different communication mediums. Given that company
statements are a widely recognized and practical form of communication (Leuthesser & Kohli,
2015), they were selected as the focus for this research. Company statements are easily
implemented in practice, making them a suitable choice for the study. However, it is important
to note that certain MR dimensions, such as immediate feedback, cannot be fully captured
within the scope of company statements. Therefore, the study focused on adapting only the

applicable dimensions of MR that could be operationalized in this medium—specifically, the
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extent and depth of text-based information, as identified by (Z. Wang, 2022). This approach is
consistent with previous research where studies (e.g., Carlson & Zmud, 1999; Sen et al., 2009;
Suh, 1999) similarly adapted MR dimensions to fit the constraints of the medium being studied,
based upon the task-media-fit hypothesis (Hollingshead & McGrath, 1993). Building on the
research by (David et al., 2024), which evaluated end-user perceptions within the ethical
guidelines set by the European Commission, this study employs the same framework to
categorize potential customer Values, thereby informing the design of study stimuli.
Additionally, this framework will examine whether participants’' Values mediate their levels of
trust in generative Al. Specifically, the study will present three company statements reflecting
low, moderate, and high degrees of Media Richness. Within this context, Media Richness refers

to the extent and depth of information provided in text-based content:

(1) Low Media Richness: This document presents the company's measures for trustworthy
GAI implementation, solely communicating what the company is doing for trustworthy
generative Al. The document is two pages long, consisting of a cover letter and a second
page with an enumeration of the seven values of the company.

(2) Moderate Media Richness: This document adds the why to the what, educating end-
users about what these measures mean in the context of generative Al and why they are
important. The document is six pages long, including the same cover letter and
enumeration of the seven values (the what), followed by short paragraphs explaining
why these measures are important (the why).

(3) High Media Richness: This document includes the how in addition to the what and why,
providing detailed technical explanations. The document is nine pages long, consisting
of the same cover letter and enumeration of the seven values (the what), followed by a
single page for each value with explanations of why these measures are important (the

why) and detailed technical implementation descriptions (the how).

By varying the level of Media Richness, this study seeks to determine the optimal amount of
information needed to foster trust in generative Al among end-users. The technical information
within the document was developed in direct collaboration with the generative Al company

Ella Tec GmbH, and the document's design was aligned with the established design standards
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of leading Al firms (e.g., Adobe, 2024; Meta, 2021; Microsoft Corporation, 2022). To ensure
that the stimuli accurately reflected the intended MR dimensions, a pre-study was conducted,
followed by a manipulation check in the main study. These steps were crucial in verifying that
the stimuli effectively represented the targeted dimensions of MR and achieved the study’s

objectives.

3.3 Data Measurement and Scales

The questions in the questionnaire were designed using scales from the literature to measure
each variable in the model. These items were adapted from prior research, utilizing scales that
have been extensively tested and validated, thereby establishing a robust measurement
foundation. Figure 4 below displays the number of items for each scale and links each variable

to its respective scale's author.

Figure 3 - Scales authors and number of items

Variable Scale’s Author Na of items
Media Richness Z. Wang (2022) 6
Generative Al Trust David et al. (2024) 11

Brand Trust F. Lietal., 2008 9

Values Choung et al., 2023a 7

All items in this study were rated on a 5-point Likert scale, with options ranging from 'l =
Strongly Disagree' to '5 = Strongly Agree' for MR, GT, and BT, and '1 = Not at all important'
to '5 = Very Important' for Values (see Annex B). MR was evaluated using 6 items, GT with
11 items, BT with 9 items. In the final segment of the survey, participants were asked about
their values regarding GAI, using 7 items.

Media Richness: To measure Media Richness, the study uses the scales of Information
Content Richness and Information Quality Richness from (Z. Wang, 2022) because they are
specifically relevant for evaluating text-based content. Information Content Richness ensures

the text is comprehensive and meets user needs, while Information Quality Richness evaluates
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the accuracy and reliability of the information. These dimensions are essential for assessing the
effectiveness of a Company Statement focused solely on text, making them more appropriate
than scales designed for multi-media contexts.

Brand Trust: (F. Li et al., 2008) developed scales to measure Brand Trust, providing a
robust framework for evaluating trust in technology companies. Based on established trust
theories (Mayer et al., 1995c; Singh & Sirdeshmukh, 2000), these scales focus on competence
and benevolence. Competence assesses a company's ability to deliver effective solutions, while
benevolence reflects its commitment to customer interests and ethical practices (Y. D. Wang &
Emurian, 2005). These dimensions are crucial for evaluating trust in technology firms, as they
ensure reliability and a user-centric approach to tech products and services (McKnight et al.,
2002a).

Generative Al Trust: To measure GAI Trust, the study uses measures based on the work
of Choung et al. (2023a), who employ a format adapted from (Mcknight et al., 2011). Al Trust
assessed using a structured questionnaire, where participants express their level of agreement
or disagreement with various statements regarding Al. This approach allows for the assessment
of two distinct dimensions of trust: trust in human-like attributes of Al (HTAI) and trust in the
functionality of Al (FTAI). The scales are effective for assessing trust in generative Al because
they capture both human-like interactions and specific functionalities of generative Al, are
validated through confirmatory factor analysis (CFA), address contemporary concerns of
evolving Al technologies, and incorporate both cognitive and emotional aspects of trust. These
factors make the scales valuable for evaluating trust in generative Al, supporting the
development of effective use policies and governance.

Values: The European Commission's Al HLEG principles form a robust framework
linking Al trustworthiness with ethical standards, influencing customer perceptions of Al trust
(Choung et al., 2023a; David et al., 2024). Building on this foundation, Choung et al., 2023a
developed scales to measure people's values in Al contexts, inspired by the European
Commission's initiatives. These scales offer a structured approach tailored to Al values,

enabling a thorough assessment of customer perspectives.
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3.4 Data Collection and Sample
3.4.1 Questionnaire Development

For the purpose of collecting data and implementing the study, an online questionnaire was
developed in English (see Annex A). Since this research focuses on consumer perceptions, a
questionnaire was selected based on previous studies that assessed perceptions related to Al
(Choung et al., 2023a; David et al., 2024). The online survey tool Tivian Unipark (EFS survey
by Tivian, Tivian XI GmbH, Cologne, Germany) was used to create the questionnaire as well
as for data collection and monitoring of the study. The survey comprised four consecutive parts:
presentation of stimuli (1), measurement of MR, GT, and BT (2), assessment of Values (3), and
the collection of socio-demographic characteristics (4).

At the beginning of the questionnaire, participants were informed that their participation
was voluntary and could be terminated at any time. They were assured that their data would be
treated anonymously and confidentially, and they had to give consent for the processing of
personal data. Next, they were informed about the aim of the study. Participants were informed
and encouraged to provide thoughtful responses to the survey, as commitment positively
impacts data quality, including response accuracy (Hibben et al., 2022). The attention check
scales were included based on a study by (Kung et al., 2018).

The study proceeded as follows: (1) After receiving a definition of generative Al, to
prevent difficulties individuals face in understanding the technology and to be able to compare
the results with existing literature (Kelly et al., 2023; Liang & Lee, 2017), participants were
automatically and randomly assigned to one of three experimental groups: low, medium, or
high Media Richness, according to the research design. (2) Participants were then asked in detail
about their perception of MR, GT, and BT to evaluate the Company Statement. (3) Next,
participants were presented with a list of values concerning the development and design of GAI
technologies and were asked to rate the importance of each. (4) The final part of the
questionnaire consisted of questions about the basic socio-demographic profile of the

participants to characterize the sample.
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3.4.2 Sample

The questionnaire was forwarded to friends and family and acquaintances randomly and with
no specific requirements, meaning it was a convenience sample. The participants were recruited
over a period of 60 days via various online social networks. Participation was accessible via
desktop as well as via mobile devices. In total, completion took 8 minutes on average.

All data collected from the questionnaire across the three experimental groups were
uploaded directly into IBM SPSS Statistics 29 and cleaned. This process involved removing all
persons who have refused consent ( N =29 ), did not pass the three attention checks ( N = 37
), were under 18 years old (N = 0), or did not complete the whole survey (N = 111), were
excluded. This resulted in a sample of 300 valid answers out of 477 questionnaires received,
which were included in the analysis. Thus, the response rate was 62.89 %. The cleaned dataset
was used to run descriptive Statistics analysis in SPSS and imported into SmartPLS 4 for
inferential analysis using partial least squares structural equation modeling (PLS-SEM) to test

the proposed model.

3.4.3 Pre-test of Constructs

To ensure the reliability and validity of the constructs prior to the large-scale sample collection,
a preliminary study was conducted (see Annex C). This step aimed to mitigate the risk of
unreliable results in the main study. The pilot test assessed the questionnaire’s readiness for full
implementation by identifying unclear concepts, resolving doubts about specific questions or
topics, evaluating comprehension of the Company Statement, and eliminating redundant
questions. An online questionnaire was administered with a sample size of N = 21, which was
independent of the main study. No suggestions, doubts, or criticisms were raised by the
respondents.

In the preliminary study, participants were shown only one version of the company
statement, specifically the version with the highest degree of Media Richness. Following the
presentation of the document, participants were asked to evaluate the constructs, mirroring the

procedure designed in the main study (see Data Collection and Sample). The questionnaire also
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included sociodemographic characteristics in the second section. The procedure was consistent
for all participants (see Annex A).

To evaluate the internal consistency of the MR, GT, and BT constructs, Cronbach's alpha
coefficients were calculated, revealing satisfactory levels of internal consistency, with all values
exceeding the widely accepted threshold of .70 (J. F. Hair et al., 2010). Specifically, Cronbach's
alpha values were 0.876 for MR, 0.936 for GT, and 0.843 for BT. To further assess the
reliability of these constructs, composite reliability (pc) was calculated, which also indicated
high reliability for all constructs: 0.908 for MR, 0.944 for GT, and 0.877 for BT. These values
demonstrate that the constructs exhibit strong internal consistency and are reliable measures.In
addition, the average variance extracted (AVE) was computed to evaluate the convergent
validity of the constructs. An AVE of 0.50 or higher is typically considered acceptable, as it
indicates that the construct explains at least 50% of the variance in its indicators. The AVE
values for MR (0.628) and GT (0.629) exceeded this threshold, suggesting satisfactory
convergent validity. However, the AVE for BT was slightly below the recommended level, at
0.461. While this value suggests that less than 50% of the variance in the BT indicators is
explained by the construct, it may be considered acceptable in the context of this study, given

the relatively small sample size (N = 21).
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4 Results and discussion

4.1 Overview

The study first uses IBM SPSS Statistics Version 29 for a descriptive overview of the data. In
the second step, it employs partial least squares structural equation modeling (PLS-SEM) using
SmartPLS 4 for inferential statistical analysis. This research evaluates the research model
through two stages: the outer model (measurement model) and the inner model (structural
model) (Henseler et al., 2016). Hypotheses were tested using bootstrapping resampling with

5,000 samples.

4.2 Preliminary control checks
4.2.1 Stimuli Perception

Since the stimuli were self-generated, a manipulation check was necessary to confirm that the
manipulation had the intended effect within the experiment's parameters. Specifically, the
manipulation check assessed whether the stimuli were perceived as intended, ensuring that the
variable was measuring what it was supposed to measure. To achieve this, a preliminary
assessment was conducted with the three test groups (N = 300) to establish a baseline for
evaluating how different levels of Media Richness (low, moderate, high) influenced the
dependent variables (Values, BT, and GT). This initial check helps assess the content validity
of the stimuli and the effectiveness of the usage policy document in conveying the intended
message. Subsequently, an Analysis of Variance (ANOVA) was performed to determine if
there are statistically significant differences in perceived Media Richness among the test groups

(see Annex E).
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Figure 4: Perceived Media Richness Mean scores across groups
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Note: Scale ranges from (1) to (5).

Descriptive statistics revealed that the mean perceived Media Richness scores were as follows:
Low Media Richness (M = 3.418, SD = 0.813), moderate Media Richness (M = 3.825, SD =
.678), and high Media Richness (M = 4.068, SD = .555). These results indicate the intended
trend of increasing perceived Media Richness from the low to high groupsMedia Richness. The
results of ANOVA showed a significant effect of Media Richness on Media Richnessperceived
effectiveness, with an F-value of 22.322 and a p-value < 0.001, indicating that differences exist
among the groups. Post hoc analysis using Tukey’s Honestly Significant Difference (HSD) test
revealed that the low Media Richness group (Mean = 3.418) was significantly different from
both moderate Media Richness (Mean = 3.825) and high Media Richness (Mean = 4.068).
Thus, The intended effect was successfully communicated to the participants, with
significant results demonstrating that the levels of Media Richness were perceived as
progressively increasing between the groups. This confirms the content validity of the stimuli,

allowing for further analysis.

4.2.2 Common method bias

Common method bias can be a concern (Podsakoff et al., 2003) when gathering behavioral and
attitudinal data using self-report questionnaires at a single time point (Chang, Van
Witteloostuijn, & Eden, 2010). Common method bias refers to the distortion in research results
that occurs when the measurement method, rather than the constructs being measured, accounts

for a significant amount of the variance observed, often due to collecting data from the same
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source or using the same measurement technique. To mitigate this bias, the study ensures that
all participants are aware of the survey's confidentiality, thereby reducing social desirability
bias (Ganster et al., 1983; Podsakoff et al., 2003). Additionally, participants had to agree to
provide thoughtful answers, as this transparency enhances data quality and response accuracy
(Gummer et al., 2021; Hibben et al., 2022). To assess the potential for common method bias
statistically, Harman's Single-Factor Test was conducted using exploratory factor analysis
(EFA). The results indicated that the first factor accounted for 41.548% of the total variance
(see Annex E). Since this is below the 50% threshold, common method bias is unlikely to be a
significant concern in this study. Additionally, the scree plot (see Figure 5) supports this
conclusion. The plot shows a clear "elbow" after the first factor, with the eigenvalues leveling

off, indicating that no single factor dominates the variance.

Figure 5 - Harman's Single-Factor Test — Component Analysis Scree Plot
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The scree plot further confirms that the first factor does not account for the majority of the
variance. The "elbow" point at the second factor suggests that additional factors contribute to
the variance, which mitigates the risk of common method bias. According to Podsakoff et al.
(2003), if the first factor explains less than 50% of the variance, common method bias is
considered to be less problematic. Therefore, the findings from both the total variance explained
table and the scree plot indicate that common method bias is not a significant concern in this

study.
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4.3 Descriptive Statistics
4.3.1 Socio-demographic characteristics

Table 1 provides an overview of the socio-demographic characteristics of the sample. Detailed
illustrations of each classification question can be found in Appendix X. Among the valid
questionnaires, 51.3 % (N = 154) of the respondents were men, 37.0 % (N = 141) were women,
1.3 % (N = 4) identified as diverse, and 0.3 % (N = 1) did not specify their gender. The
respondents were on average 34,54 years old (SD = 10.42). The sample showed a tendency
towards a higher level of education, with 79,9 % of the participants (N = 240) having an attained
a Bachelor’s degree or higher qualification. 38.6 % (N = 116) had an average net income of less
than 500 € per month, 27.0 % (N = 82 ) had an income of 500 — 1499 €, while 34 % (N = 102)
had 1500 € or more at their disposal. The sample is not heterogeneous with regard to the current

situation; the majority of participants, comprising 61.3% (N = 184), were workers.
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Table 1 - Socio-demographic characteristics of the sample

n % M SD
Age 34.55 10.42
Gender Male 154 51.3
Female 141 47.0
Diverse 4 1.3
Do not specify 1 0.3
Education No schooling completed 0 0
Basic education. (9™ grade) 4 13
High school (12" grade) 45 15.0
Bachelor’s degree 154 51.3
Post Graduation 25 8.3
Master’s Degree 55 18.3
PhD 6 2
Other situation 24 8
Do not specify 2 0.7
Income No income 24 8.0
0-249¢€ 61 30.3
250 -499 € 31 10.3
500 -999 € 43 14.3
1000 - 1499 € 39 13.0
1500 — 1999 € 23 1.7
2000 —2499 € 34 11.3
2500 — 2999 € 22 7.3
3000 € or more 23 1.7
Current Situation Student 21 7.0
Working Student 28 9.3
Worker 184 61.3
Unemployed 38 12.7
Other situation 24 8.0
Do not specify 2 0.7

Notes. N = 300
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4.3.2 Variable Metrics

To analyze the descriptive statistics for the key variables under study, the descriptive statistics
and frequencies functions of SPSS were utilized. This procedure enabled the calculation of
essential measures of central tendency, variability, and frequency distributions, thereby offering
a comprehensive overview of the data. Table 2 presents a detailed overview over the mean
scores of the dependent variables, according to the exposition of Media Richness. Figure 7
illustrates the pattern of increasing mean scores for Brand Trust, GAI Trust, and Values with

higher levels of Media Richness.

Table 2 - Mean scores of dependent variables by Media Richness Levels

Variable MR Levels M SD

BT - Brand Trust (1) Low 3.64 71 102
(2) Moderate 3.86 .60 102
(3) High 3.96 61 96
Total 3.82 .66 300

GT - Generative Al Trust (1) Low 3.56 67 102
(2) Moderate 3.74 .63 102
(3) High 3.86 57 96
Total 3.71 .63 300

Values (1) Low 3.96 .69 102
(2) Moderate 4.14 .64 102
(3) High 4.15 63 9
Total 4.08 .66 300

Notes: Scale ranges from (1) to (5). n = Valid Responses
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Figure 6 - Mean scores of dependent variables by Media Richness Levels
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Brand Trust: The mean scores for Brand Trust increase with higher levels of Media
Richness. Participants exposed to high Media Richness (M = 3.96 ) reported the highest Brand
Trust, followed by those exposed to moderate (M = 3.86) and low Media Richness (M = 3.64).
The overall mean for all groups combined is 3.82, with a standard deviation of 0.66, indicating
moderate variability in Brand Trust scores.

GAI Trust: The mean scores for GAI Trust also show an increasing trend with higher
Media Richness. Participants exposed to high Media Richness (M = 3.86) reported the highest
GAI Trust, followed by those exposed to moderate (M = 3.74) and low Media Richness (M =
3.56). The overall mean for GAI Trust is 3.71, with a standard deviation of 0.63, suggesting
slightly lower variability compared to Brand Trust scores.

Values: The Values scores are generally higher than both Brand Trust and GAI Trust
scores across all levels of Media Richness. The mean scores increase slightly from low Media
Richness (M = 3.96) to high Media Richness (M = 4.15), with an overall mean of 4.08 and a
standard deviation of 0.66, indicating similar variability to Brand Trust scores.

There is a consistent pattern of increasing mean scores for Brand Trust, GAI Trust, and
Values with higher levels of Media Richness. The relatively low standard deviations indicate

that the scores are closely clustered around the means, suggesting consistent responses within
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each media richness group. The overall higher mean scores for Values suggest that participants
generally rated the Values construct more positively compared to BT and GT. Given that the
Values construct, acting as the mediator, exhibits relatively high mean scores on a Likert scale
with a maximum value of 5, and that these mean scores show only a minor increase from low
to high Media Richness (MR), it is valuable to conduct a more detailed analysis of this construct
within the scope of the research. Since personal value systems are deeply intertwined with
individuals' overall self-perception and their view of the external world, it is crucial to identify
which specific values are most significant to participants. Understanding these values can offer
valuable insights into how they influence perceptions and interactions with GAI. Table 3
provides insight into participants' value system concerning generative Al, based on the mean

scores and standard deviations of the individual items within the VValues construct.
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Table 3 - Mean scores of Value ltems

n
Item M SD

(1) Accountability: Al at any step is accountable for 3.96 94 300
considering the system”s impact in the world.

(2) Transparency: Transparency requirements that reduce 411 92 300
the opacity of systems.

(3) Privacy and data governance: Competent authorities 4.22 94 300
who implement legal frameworks and guidelines for testing

and certification of Al-enabled products and services.

(4) Diversity, non-discrimination and fairness: The 4.07 1.03 300
application of rules designed to protect fundamental human

rights, such as equality.

(5) Technical robustness and safety: Systems are 421 83 300
developed in a responsible manner with proper consideration

of risks.

(6) Human agency and oversight: Human oversight and 4.07 93 300
control throughout the lifecycle of Al products.

(7) Societal and environmental well-being: Al systems that 3.92 .98 300

conform to the best standards of sustainability and address

like issues climate change and environmental justice.

Notes: Scale ranges from (1) to (5). n = Valid Responses.

Overall Value System: The mean scores for all items are relatively high, ranging from
3.92 t0 4.22, indicating that participants generally place a strong emphasis on these values when
it comes to generative Al. The values related to Privacy and Data Governance, Technical
Robustness and Safety, and Transparency receive the highest means, suggesting that
participants prioritize these aspects most when evaluating Al systems.

Areas of Greater Emphasis: Privacy and Data Governance (M = 4.22) and Technical
Robustness and Safety (M = 4.21) have the highest mean scores. This suggests that participants

place significant importance on ensuring Al systems are safe, well-regulated, and adhere to
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privacy standards. Transparency (M =4.11) also ranks high, indicating a strong preference for
reducing opacity and enhancing clarity in Al systems.

Values with Slightly Lower Scores: Accountability (M = 3.96) and Societal and
Environmental Well-being (M = 3.92) have the lowest mean scores among the values but are
still relatively high. This suggests that while these aspects are valued, they may be considered
slightly less critical than the other factors. The slightly lower emphasis on Societal and
Environmental Well-being compared to other values could indicate that while participants
acknowledge the importance of sustainability and societal impact, it may not be their top
priority in the context of Al systems.

Variability: The standard deviations are relatively close across the items, ranging from
0.83 to 1.03, indicating a moderate level of agreement among participants about the importance
of these values. The smallest standard deviation is for Technical Robustness and Safety ( SD =
0.83), suggesting a higher level of consensus about its importance.

Participants generally view all the values related to generative Al as important. Although all
values are rated highly, there is a slightly lower emphasis on Accountability and Societal and
Environmental Well-being. The relatively consistent standard deviations suggest a generally
shared perspective among participants, with some variation in the degree of emphasis placed

on different values.

4.4 Inference Statistics
4.4.1 Outer Model Results

Reflective measurement model: The research examines three facets to assess the reflective
measurement model: convergent validity, internal consistency reliability, and discriminant
validity. The detailed findings are shown in Table 4. The study removes two indicators (GT10,
GT11) for the GAI Trust construct from the original model due to their low outer loadings. All
the outer loadings in the seven reflective measurement models are at least 0.7 (J. F. Hair et al.,
2010), varying from 0.7 to 0.89, and are statistically significant (p < 0.001).

For internal consistency reliability, Cronbach's alphas and composite reliabilities for all
constructs are above the required 0.70 (Nunnally, 1978) and 0.60 (Bagozzi & Yi, 1988)
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respectively, ranging from 0.82 to 0.92. The average variances extracted (AVEs) for all
constructs range from 0.51 to 0.62, all exceeding the threshold of 0.5 (J. F. Hair et al., 2010),
indicating high reliability of the indicators. These results demonstrate that the models are

internally reliable.
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Table 4 - Reliability and validity test for the complete data

Constructs Indicators Outer loadings o CR AVE
Media Richness MR1 0.73 0.88 091 0.62
MR2 0.75
MR3 0.79
MR4 0.89
MR5 0.8
MR6 0.75
GAI Trust GT1 0.81 0.91 0.93 0.59
GT2 0.73
GT3 0.76
GT4 0.77
GT5 0.74
GT6 0.8
GT7 0.7
GT8 0.74
GT9 0.8
Brand Trust BT1 0.8 0.92 0.94 0.62
BT2 0.71
BT3 0.8
BT4 0.8
BT5 0.8
BT6 0.77
BT7 0.83
BT8 0.8
BT9 0.76
Values V1 0.73 0.82 0.86 0.51
V2 0.67
V3 0.73
V4 0.73
V5 0.73
V6 0.63
V7 0.68
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Based on traditional methods for assessing discriminant validity, an indicator's outer
loadings on its associated construct must be greater than its cross-loadings with other constructs
(Chin, 1998; Grégoire & Fisher, 2006; Henseler et al., 2009). Additionally, the Fornell-Larcker
criterion states that the square root of the AVE of each construct should surpass its highest
correlation with any other construct (Fornell & Larcker, 1981; Henseler et al., 2009). AnHTMT
value exceeding 0.90 (or > 0.85 for a conservative threshold) indicates a lack of discriminant
validity (Henseler et al., 2009). The cross-loadings for all indicators meet the criteria, with each
indicator loading higher on its intended construct than on any other construct, thus supporting
the discriminant validity of the measurement model (see Annex D). In this research, there are
slight deviations in the Fornell-Larcker criterion and HTMT ratio. Specifically, the square root
of AVE for the GT construct is 0.85, which is slightly higher than the 0.76 for the BT construct
(Table 3). Additionally, the HTMT value between GT and BT is 0.929, which is slightly above
the traditional threshold of 0.9. However, when evaluating discriminant validity, slight
deviations in the Fornell-Larcker criterion and HTMT ratio can be considered acceptable under
certain circumstances. According to Voorhees et al. (2016), minor violations of the Fornell-
Larcker criterion do not necessarily invalidate discriminant validity if other indicators, such as
cross-loadings and theoretical justification, support the construct's distinctiveness. Similarly,
Henseler et al. (2015) argue that an HTMT value slightly above the recommended threshold
(e.g., 0.9) does not automatically imply a lack of discriminant validity, especially if the
constructs are conceptually distinct and other validity measures are satisfactory. In this research,
despite the GT construct having a slightly higher square root of AVE and the HTMT value
between GT and BT being slightly above 0.850, the overall evidence supports discriminant
validity.

Composite measurement model evaluation: To further investigate whether the model
allows for the examination of relationships between the constructs, this research uses variance
inflation factors (VIFs) to identify multicollinearity among the indicators and thus assess the
degree of reliability of the model (Henseler et al., 2009). A VIF value below 10 is generally
considered acceptable (J. F. Hair et al., 2010), with more conservative thresholds setting the
maximum acceptable value below 5 (Kock & Lynn, 2012). In this model, all VIF values are
below 5, ranging from 1.42 to 2.89 (see Annex. F). These values indicate minimal concern for
potential multicollinearity.
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Table 5 - Fornell-Larcker criterion analysis and HTMT ratios

BT GT MR Values
BT 0.79
GT 0.85 (.93) 0.77
MR 0.74 (.81) 0.72 (.79) 0.76
Values 0.31(.33) 0.31 (.34) 0.29 (.32) 0.72

Notes: HTMT ratios are given in parentheses. The diagonal elements, highlighted in bold, represent the square

roots of the average variance extracted (AVE) for each construct and its measures.

4.4.2 Inner Model results

An examination of the structural model fit indicates that the proposed model fits the data
reasonably well (see Table 6). Henseler et al. (2015) introduced the SRMR as a fit index in
PLS-SEM to prevent model misspecification. A value below 0.10, or ideally 0.08 according to
J. F. Hair et al. (2010) (in a more conservative interpretation; refer to Hu & Bentler (1999)),
indicates a good fit, as demonstrated in this study with an SRMR of 0.06. Addiotionally, with
NFI values above 0.9 indicating an acceptable fit, the model achieving NFI = 0.84 meets the
criteria for a model fit (J. F. Hair et al., 2010; Lohmdller, 1989).

The assessments of the structural model review the R? estimates, Stone-Geisser's Q2 value,
effect size (f?), path coefficients (B), and p-values, all of which are detailed in Figure 7 and
Table 6.
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Media Richness

712 (.000)

.291 (.000)

.685 (.000)

Figure 7 - Research Model with PLS-algorithm and bootstrapping results

Brand Trust
R?=.558

x
|

.100(.031)

Ethical Values |
R?=.084

1113 (.021)

1
Y

Generative Al Trust
R?=.526

Note: The values correspond to the path coefficients. P-values are in parentheses.

Table 6 - Structural Model Results

Hypothesized relationship Proposed effect  Path coefficient f2 Results

MR -> BT Positive T12 *** 1.050 H1: Supported
MR ->GT Positive 685 *** .906 H2: Supported
MR -> Values Positive .291** .092 H3: Supported
Values -> BT Positive .100* 021 H4: Supported
Values -> GT Positive A13* .024 H5: Supported

Variance explained

BT (R2=.558), GT (R2=.526), and Values (R? = .084)

Note: ***p < .001 **p<.01 *p<.05

The R? values represent the proportion of variance in each variable explained by the model's

predictors. Specifically, the model accounts for 4.84% (R2 = .084) of the variance in Values,
indicating weak predictive power, and 55.8% in BT (R2 = .558) and 52.6% and GT (R? =.526)

respectively, suggesting moderate predictive capability for these variables (J. F. Hair et al.,
2011; Henseler et al., 2009; Sarstedt et al., 2014).

57



GENERATIVE Al: THE IMPACT OF MEDIA RICHNESS ON END-USER TRUST LEVELS

The effect sizes reveal significant relationships: MR exerts a large effect on BT (f2 =
1.050) and GT (f2 = .906), indicating substantial influence. It demonstrates a medium effect on
Values (f2 =.092), signifying moderate impact. In contrast, Values exhibit small effects on both
BT (2 =.021) and GT (2 = .024), underscoring minor relationships. Results of 0.02, 0.15, and
0.35 correspond to small, medium, and large effect sizes (Cohen, 2013).

To evaluate the predictive relevance of the model, the cross-validated predictive ability test
(CVPAT) is calculated with 10 folds and 10 repetitions for the overall model to assess out-of-
sample predictive power (Liengaard et al., 2021; Sharma et al., 2023; Shmueli et al., 2019).
Recent research indicates that the previously used blindfolding procedure, which utilized Stone-
Geisser's Q2 value (Geisser, 1974; Stone, 1974) as a criterion for evaluating the cross-validated
predictive relevance of the PLS path model, does not adequately assess out-of-sample
predictive power (J. T. Hair et al., 2022). The model exhibited a significantly lower average
loss (i.e., higher predictive accuracy) compared to the naive 1A benchmark, thus meeting the
minimum criterion for predictive validity (see Table 7) (Sharma et al., 2023). However, the
model did not show a significantly lower average loss compared to the LM benchmark,
indicating that it does not exhibit strong predictive validity (Sharma et al., 2023; Shmueli et al.,
2019). To further evaluate the model's predictive performance, Q?,..... values are examined to
compare prediction errors against simple mean predictions. The positive Q2 values for all
dependent variables further confirm the model's predictive validity (see Annex G ) (Shmueli et
al., 2019).

Table 7 - CVPAT Benchmark results for predictive model assessment

Focus on overall model PLS-SEM loss  Benchmarkloss  Difference p-value
CVPATbenchmark_IA 583 785 -175 <0.05
construct

CVPATbenchmark_LM 583 580 .003 .688 nsig
construct

Note: loss = average loss

The path analysis results robustly support the proposed hypotheses with p < a (a0 = 0.05)

(J. F. Hair et al., 2010). MR significantly impacts BT (p =.712, p <.001) and GT ( = .685, p
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< 0.001), indicating that MR plays a crucial role in enhancing these outcomes. Additionally,
MR exhibits a moderate positive effect on Values (p =.291, p <0.01), suggesting a meaningful
relationship. The influence of Values on other constructs is also confirmed, with Values
positively affecting BT (B =.100, p < 0.05) and GT (B = .113, p < 0.05), although these effects
are weaker than those of MR. These findings confirm that MR is a significant predictor of BT
and GT and positively influences Values. While Values also positively impacts BT and GT, its
effect is less pronounced. Overall, the results affirm all hypotheses and underscore the influence

of MR in shaping the dynamics among the constructs.

4.4.3 Mediation Analysis

A mediation analysis was performed to investigate the effects of Media Richness (MR) on
Brand Trust (BT) and Generative Al Trust (GT), with the construct Values acting as the
mediator, using the methodology outlined by Cepeda-Carrion et al. (2018). A bootstrapping
procedure was utilized to calculate 97.5% confidence intervals for the indirect effects. Full
mediation is indicated when only the indirect effect is significant, showing that the effect is
fully transmitted through the mediator. Partial mediation involves both effects being significant,
with complementary (same direction) or competitive (opposite directions) subtypes. No
mediation is indicated if the indirect effect is not significant, which can be an only direct effect
(significant direct path) or no effect (neither path significant)(Cepeda-Carrion & Nitzl, 2018).

Table 8 - Mediation Analysis Results

Effect Indirect effect ClI Indirect VAF Result
25% 97.5%

(1) MR --> Values ->BT .031"sig .004 .064 (4.17%) No Mediation
(2) MR --> Values -> GT .034* .005 .066 4.72%  Complementary Partial
Mediation

Note: * indicates p-values less than 0.01 | VAF: variance accounted
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The direct effect of MR on BT was significant, with a coefficient (B) of 0.712 (**p <
0.001**), indicating a strong positive relationship between Media Richness and Brand Trust.
Similarly, the direct effect of MR on GT was also significant, with a coefficient () of 0.686
(**p < 0.001**), demonstrating a robust positive relationship between MR and GT.

The indirect effect of MR on BT through Values was not significant, with a coefficient
(B) of 0.031 and a p-value of 0.065, which exceeds the commonly accepted significance
threshold. The confidence interval for this indirect effect ranged from 0.004 to 0.064, indicating
that the true indirect effect could be very close to zero. Conversely, the indirect effect of MR
on GT through Values was significant, with a coefficient () of 0.034 and a p-value of 0.039
(*p < 0.01*). The confidence interval for this indirect effect ranged from 0.005 to 0.066,
indicating a small but significant mediation effect.

The total effect of MR on BT was significant, with a coefficient (B) of 0.743 (**p <
0.001**). This total effect is the sum of the direct and indirect effects, suggesting that MR has
a substantial overall impact on BT. Similarly, the total effect of MR on GT was significant,
with a coefficient (B) of 0.72 (**p < 0.001**), highlighting the overall influence of MR on GT.

To further understand the mediation effect, the Variance Accounted For (VAF) values
were calculated. VAF indicates the proportion of the total effect that is mediated by the mediator
variable. Approximately 4.72% of the total effect of MR on GT is mediated by Values. A full
mediation can be assumed when the VAF value exceeds 80% (Cepeda-Carrion & Nitzl, 2018).
The analysis therefore did not indicate full mediation in the relationship between MR and BT,
as the direct effect remained significant and the indirect effect was not significant. Partial
mediation was observed in the relationship between MR and GT. The significant indirect
effect of MR on GT through Values (B = 0.034, *p < 0.01*) alongside the significant direct
effect (B = 0.686, **p < 0.001**) suggests complementary partial mediation. This indicates
that Values partially mediates the relationship between MR and GT, with both direct and
indirect paths contributing to the overall effect. These findings are partly consistent with the
mediation model assumptions, indicating that while Values serves as a mediator for the effect
of MR on GT, it does not fully mediate the relationship between MR and BT. The results
suggest that Media Richness impacts Brand Trust directly, whereas its influence on

Generative Al Trust is partially mediated by Values.
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5 Discussion

5.1 Key Findings

The primary aim of this study was to investigate how much information end-users need in order
to build trust in generative Al and the organizations behind it, and what role their value systems
play in this process. Table 8 represents a summary of results for hypothesis testing.
Accordingly, the impact of Media Richness on end-user trust levels , specifically Brand Trust
and Generative Al Trust, within the scope of generative Al was examined, with a particular
focus on the mediating role of values. In doing so, this study takes an innovative and novel
approach to enrich previous research. Drawing the bridge between what and how, this study not
only aimed to explore whether the Al ethics principles established by the EU hold significant
importance to individuals, but also to examine how much information end-users need in order
to build trust in the technology and the organizations providing it. The focus is thus on testing
a theoretical framework against actual consumer perceptions, therefore aiming to provide an
experimental study to observe GAI interactions beyond the well established TAM model
(Kelly, 2024; Ofosu-Ampong, 2024). This human-centered perspective is integrated by not only
testing trust perceptions but also examining the value systems of the sample and their relevance
in trust-building mechanisms (Ahmad et al., 2023), thus exploring the MRT beyond well-
studied traditional communication contexts within the realm of GAI (Choung et al., 2023). This
focus allows for a more profound understanding of the effectiveness of communication efforts

and the underlying processes that shape perceptions, thereby enhancing overall comprehension.
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Figure 8 - Summary of results for hypothesis testing

Hypothesis Relationship Result

H1 A direct relationship exists between Media Richness and Brand Trust Accepted
H2 A direct relationship exists between Media Richness and Brand Trust Accepted
H3 A direct relationship exists between the degree of Media Richness and values. Accepted
Ha A direct relationship exists between values and Brand Trust. Accepted
H5 A direct relationship exists between values and GAI trust. Accepted
H6 Values mediate the relationship between Media Richness and Brand Trust. Rejected
H7 Values mediate the relationship between Media Richness and Generative Al Trust.  Accepted

5.1.1 Degree of Media Richness on Trust Perceptions

RQ1: How much information do end-users need in order to build trust in GAI and the
organizations behind it? The degree of Media Richness plays a noteworthy role in shaping
end-users' trust in generative Al and the organizations behind it. The results indicate a positive
and significant direct relationship between Media Richness and Brand Trust (H1), suggesting
that richer media formats enhance Brand Trust. This finding aligns with previous research by
Daft and Lengel (1986), who proposed that Media Richness can reduce uncertainty and
ambiguity, thus fostering trust. Similarly, the study demonstrates a significant positive effect
between Media Richness and GAI trust (H2). This supports the hypothesis that more immersive
and detailed media formats lead to higher trust levels in generative Al systems, supporting
findings by Mayer, Davis, and Schoorman (1995) on the importance of communication quality
in trust formation.

Interestingly, all test groups showed positive trust perceptions for both the brand and
the technology. In the first test group, which received a Company Statement with low Media
Richness, only the company's measures for safe GAl implementation were communicated,
without explanations of why these measures are important or in-depth technical details. The
communication primarily conveyed that the company undertook actions to ensure the
trustworthiness of generative Al, but it lacked detailed context regarding the why and how

behind these actions. This suggests that even minimal information provided by a company about
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its handling of GAI technology can be trust-building and does Media Richnessnot lead to user
mistrust, avoiding negative effects similar to 'greenwashing' (Reinhardt, 2023; Wright, 2024;
Wacksman, 2021). However, the level of trust increases with the provision of more information,
as observed in test groups with moderate and high Media Richness. Notably, even the explicit
technical explanation provided to the high Media Richness group led to higher trust levels,
indicating that detailed information likely did not cause mistrust through user overload, contrary
to previous concerns in the research. (Reinhardt, 2023; Wright, 2024; Wacksman, 2021). The
results indicate that individuals appear to seek information about values, which subsequently
fosters trust. Consequently, while Media Richness does play a significant role, the critical factor
for generating trust is the provision of information about values. Regarding RQ1, it can be
summarized that a high degree of Media Richness in a Company Statement, presented through
a combination of communicating the what (the company's measures for trustworthy GAI
implementation), the why (explanations of why these measures are important), and the how
(detailed technical explanations of GAI) of their values, is most effective in building end-user

trust in Al and the organization behind it.

5.1.2 Value Systems of End-Users

RQ2: What values are important to people when it comes to trustworthy GAI design?

In examining the values that users find crucial for trustworthy generative Al (GAI) design,
several key patterns emerge. Privacy and Data Governance, Technical Robustness and Safety,
and Transparency are prominently highlighted as priorities. This aligns with existing research
that emphasizes these aspects as central to building trust in Al systems (Afroogh et al., 2024;
Hleg Al, 2019; B. Li et al., 2023): Users show a strong preference for ensuring that Al systems
are safe, well-regulated, and transparent. Privacy and Data Governance, along with Technical
Robustness and Safety, are particularly significant for users, reflecting their concerns about
security and adherence to privacy standards. Transparency is also highly valued, pointing to the
need to reduce opacity in Al systems. While Accountability and Societal and Environmental
Well-being are recognized as important, they are generally not prioritized as highly by users in

their evaluations of Al systems. This suggests that these values, although acknowledged, are
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seen as less critical on their own, rather than in relation to other concerns like security and
transparency.

The agreement among participants from the three test groups regarding these values is
noticeable, with a general consensus on their importance. This consistency underscores the need
for generative Al systems to address these critical values to build and maintain end-user trust.
Regarding RQ2, it can be therefore summarized that participants have a strong shared
perspective and generally regard all presented values as important: Accountability,
Transparency, Privacy and Data Governance, Diversity, Non-discrimination, and Fairness,
Technical Robustness and Safety, Human Agency and Oversight, and Societal and

Environmental Well-being.

5.1.3 Role of Values in building Trust

RQ3: What role do values play in the communicative process of building trust in generative
Al? Values play a complex role in the communicative process of building trust in generative
Al, particularly in how information about these values is conveyed through Media Richness.
The analysis reveals that providing more information about values significantly strengthens the
alignment between these values and the trust perceptions of consumers. This effect is
particularly pronounced in the context of Generative Al Trust, where individuals who prioritize
the values presented in the communication exhibit a stronger trust response when exposed to
more detailed information about these values. This suggests that the effect of Media Richness
on GAI Trust is amplified for those who find these values important, whereas for those who do
not, the effect of MR is minimal. However, this amplifier effect does not hold in the context of
Brand Trust. While MR influences the perception of values, and values, in turn, impact trust,
the relationship between MR and Brand Trust does not differ significantly between individuals
who place high or low importance on these values. Therefore, strategically emphasizing values
such as accountability, transparency, and privacy can significantly enhance communication
strategies around generative Al, particularly in fostering trust in the technology itself, where
the depth of value-based communication resonates more profoundly with those who hold these

values in high regard.
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5.2 Implications

The study's findings offer valuable insights into how the depth of value-related information
influences trust in generative Al systems and the organizations behind them, leading to the
following theoretical and practical applications for effective communication strategies.

Theoretical Implications: The findings of this study provide several theoretical
contributions to the field of trust in generative Al. First, while the study observed a positive
relationship between Media Richness and both Brand Trust and GAI trust (H1 and H2), it
extends the Media Richness Theory (Daft & Lengel, 1986) by focusing on the depth and
immersiveness of information regarding values within a single media format (company
statements), suggesting that such depth fosters trust. Second, the study highlights the mediating
role of values in the relationship between the depth of information and trust (H7). This aligns
with and expands on existing literature (Li, 2022; Morgan & Hunt, 1994), emphasizing the
importance of value alignment in trust-building processes. By demonstrating that values
significantly influence how the depth of information impacts trust perceptions, this research
contributes to a deeper understanding of the mechanisms through which communication affects
trust in Al. Third, the study integrates a human-centered perspective by examining the relevance
of users' value systems in trust-building mechanisms, thereby enriching the traditional
Technology Acceptance Model (TAM) and Media Richness Theory (MRT) frameworks
(Ahmad et al., 2023; Choung et al., 2023). This approach provides a more holistic view of trust
formation in generative Al, incorporating both technological and human factors. Overall, the
theoretical implications emphasize the necessity of considering the depth of information about
values in models of trust formation around generative Al, offering a nuanced perspective that
can inform future research on trust in emerging technologies.

Practical Implications: The findings of this study offer practical insights for managers and
organizations seeking to build trust in generative Al. First, the impact of detailed information
about values suggests that organizations should invest in providing rich, comprehensive value-
related content in their communications around GAI. Providing detailed, immersive
information about the what, why, and how of GAI value implementation can enhance trust in
both the technology and the organization. Second, the importance of value alignment indicates
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that organizations should prioritize communicating their commitment to core values such as
accountability, transparency, privacy, and data governance. Ensuring that these values are
prominently featured in communication efforts can foster a deeper connection with end-users,
as they perceive a strong alignment between their values and those of the organization. Third,
the study suggests that while even minimal information about a company’s measures for safe
GAI implementation can build trust, more comprehensive information leads to higher trust
levels. Organizations should strive to provide as much relevant information as possible without
overwhelming users. Lastly, organizations should be aware that while values such as
accountability and societal and environmental well-being are important, they may not be as
central to users' trust evaluations as privacy, data governance, and transparency. Therefore,
communication strategies should prioritize these key concerns while still addressing broader
ethical considerations. By implementing these strategies, managers can enhance trust in their
Al systems and the organization providing the technology, which can ultimately lead to more

positive user experiences and stronger, more resilient relationships with their stakeholders.

5.3 Limitations & Future Research

Despite the significant insights gained from this study on the impact of Media Richness on end-
user trust levels in generative Al, several limitations must be acknowledged, which also
highlight opportunities for future research.

Sample Size and Diversity: The sample size and demographic diversity do not fully
represent the broader population. The findings may be limited to the specific characteristics of
the participants, impacting the generalizability of the results. Additionally, there was a
limitation related to the average variance extracted (AVE) for the BT construct in the pre-study
sample. This issue indicates that the construct may not fully capture the variance in its
indicators, which could affect the validity and robustness of the study's findings. However, this
limitation is somewhat mitigated by the small sample size of the pre-study, which may have
influenced the AVE results. Future research should aim to include larger and more diverse
samples to enhance generalizability and provide a more comprehensive view of trust in
generative Al, considering various demographic, cultural, and professional backgrounds
(Schoorman et al., 2007).
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Self-Reported Data: The reliance on self-reported data for assessing trust and values
may introduce bias. Participants' responses might be influenced by social desirability or their
perceptions of what is expected, potentially affecting data accuracy. To mitigate this bias, it is
crucial to conduct actual field studies or examine behavioral variables rather than relying solely
on self-reported trust. For example, one could investigate whether individuals actually purchase
more or engage more in certain behaviors, rather than just reporting their intentions or beliefs.
Employing multiple methods, including qualitative approaches such as interviews or case
studies, could offer a richer understanding of these constructs and help address potential biases.

Contextual Limitations: The research primarily focuses on generative Al in a specific
context. Variations in Al applications across different sectors or cultural settings might yield
different results, limiting the study's applicability to other scenarios. Future research should
explore the impact of Media Richness on trust across various contexts and applications, such
as healthcare, finance, and education, to provide industry-specific insights and
recommendations.

Temporal Constraints: The study captures a snapshot of perceptions at a particular point
in time. As generative Al technology evolves and societal attitudes change, the findings may
become outdated. Longitudinal studies could provide a more comprehensive understanding of
how trust dynamics evolve over time and with technological advancements (Ployhart &
Vandenberg, 2010).

Measurement Limitations: The constructs of Media Richness, values, and trust were
measured using specific instruments that may not capture all nuances of these complex
constructs. It is important to note that the stimuli used were self-created, and the validation of
these operationalizations should be tested in further studies. Additionally, the relationship
between Media Richness and values was explored, which means that general statements about
MR alone might not be possible. Future research should test the mediation effects using stimuli
that do not include the dependent variables in question. Investigating emerging media formats
and their effects on trust, such as videos, infographics, and interactive content, could offer
valuable insights into the effectiveness of conveying complex information.

Exploring Additional Mediators and Moderators: Future studies could explore not only
additional mediators but also moderators that influence how Media Richness affects trust.
While perceived risk, user experience, and emotional responses are potential mediators that
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could provide a more nuanced understanding of the mechanisms through which Media Richness
influences trust (McKnight et al., 2002a), it is equally important to consider various moderators.
Moderators such as individual personality traits, demographic characteristics (e.g., age,
education), and general attributes like uncertainty or trust in people could significantly impact
the relationship between Media Richness and trust. These factors may alter how Media
Richness is perceived and how it ultimately affects trust, offering a more comprehensive view
of the dynamics at play, leading to a more detailed and accurate understanding of these
interactions.

Incentive-Driven Participation Bias: Incentives were employed to enhance participant
engagement and increase response rates. However, this strategy may introduce a limitation, as
it could result in participants taking part primarily for the rewards rather than out of intrinsic

interest in the study.
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Annex

Annex A — Questionnaire

Dear Participant,

My name is Alina, a student at the ISCTE Business School of Lisbon, currently working on my master's thesis.
I want to explore how we can align technological progress and human values.

For that, | need your help to understand what holds significance to you when it comes to generative Al.
Among all participants, three winners will be drawn to receive 20€ vouchers for Amazon, Spotify, or AirBnB

(free choice). At the end of the study, you will find a link to participate in the prize draw.

Please remember the following points:

There are no right or wrong answers; your personal opinions and experiences are what matter.

All data collected will be stored and analyzed anonymously.

Your responses cannot be traced back to you and will be handled confidentially.

| encourage you to answer each question spontaneously and honestly.

| care about the quality of my survey data. For me to get the most accurate measures of your opinions, it is
important that you provide thoughtful answers to each question in this survey. The survey should only take about

10 — 15 minutes, so | kindly ask you to read each question thoroughly.

Question 1: Do you commit to providing thoughtful answers to the questions in this survey?

Yes, | will

No, I will not (do not want to participate in the study

Should you have any questions or comments, please contact me via email at afral@iscte-
iul.pt.

Thank you for your contribution to my work!

Best,
Alina

\l
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BEFORE WE START
To adhere to the standards of empirical research, | require your consent.

Voluntary
Your participation in this study is entirely optional. You have the freedom to withdraw from the study at any

point without facing any negative consequences.

Anonymity
Your information will be handled confidentially, analyzed only in anonymous formats, and will not be shared

with third parties. Demographic details such as age or gender will not be utilized for identification purposes.

Question 2: | agree to the processing of my personal data in accordance with the information provided herein.

Yes

No (do not want to participate in the study

VI
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In the following, you will be shown a company statement from Generative Al (GAI) company Elle Media.

Background Information:

GAl is a type of artificial intelligence (Al) that specializes in creating new content or data rather than just processing
existing information. Unlike regular Al, which follows set rules, GAI can produce original outputs based on what it has
learned. GAI can create realistic images, generate natural language text, compose music, and even produce entirely new
designs or ideas autonomously. An example of a GAI technology is OpenAl's ChatGPT, which can generate human-like text,

enabling tasks like language translation and content creation.

Your Task: Please read the whole document carefully. Based on the document, you will be asked about your
perceptions.
Please note: There are no right or wrong answers. This study is only about your individual assessment.

[show stimulus material: according to testgroup - either (1) low, (2) moderate, (3) high MR]
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How do you rate the Media Richness of this document?
Media Richness refers to a communication medium's effectiveness in providing information that meets users' needs to

ensure alignment with audience expectations and requirements.

Question 3: The document provides a wide range of information.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 4: The document provides in-depth information.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 5: Please select ,,agree on the scale to indicate that you are paying attention. [attention check]

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 6: The document meets my requirements for information content.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 7: The document provides high-quality information.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 8: The document provides trustworthy information.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 9: The document provided by the company can help me.

1 - Strongly disagree 2 3 4 5 - Strongly agree
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Next, | would like to hear your impression of the GAI technology offered by the company.
How much do you agree or disagree with the following statements?

Question 10: The offered GAI technology cares about our well-being.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 11: The offered GAI technology is sincerely concerned about addressing the problems of human users.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 12: The offered GAI technology tries to be helpful and do not operate out of selfish interest.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 13: The offered GAI technology is truthful in their dealings.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 14: The offered GAI technology keeps their commitments and delivers on its promises.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 15: The offered GAI technology is honest and do not abuse the information and advantage they have

over its users.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 16: The offered GAI technology has the features necessary to complete key tasks.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 17: The offered GAI technology is competent in its area of expertise.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 18 The offered GAI technology is reliable.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 19: The offered GAI technology is dependable.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Xl
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Now I'd like to hear your opinion regarding the company.

To what extent do you agree or disagree with the following statements?

Question 20: This company does a good job.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 21: | expect the company to deliver on its promise.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 22: I am confident in the company’s ability to perform well.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 23: The quality of this company seems to be very consistent.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 24: The company has good intentions towards its costumers.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 25: It will respond constructively if | have any product-related problems.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 26: 1t would do its best to help me if | had a problem.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 27: It cares about my needs.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Question 28: This company gives me a sense of security.

1 - Strongly disagree 2 3 4 5 - Strongly agree

Xl
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Last questions!

How important are these values in the design of GAI technologies that interact with us?

Question 29: Accountability - Al at any step is accountable for considering the system’s impact in the world.

1 — Not at all important 2 3 4 5 — Very Important

Question 30: Transparency — Transparency requirements that reduce the opacity of systems.
1 — Not at all important 2 3 4

5 — Very Important

Question 31: Privacy and data governance — Competent authorities who implement legal frameworks and
guidelines for testing and certification of GAl-enabled products and services.
1 — Not at all important 2 3 4

5 — Very Important

Question 32: Diversity, non-discrimination and fairness: The application of rules designed to protect
fundamental human rights, such as equality.
1 — Not at all important 2 3 4

5 — Very Important

Question 33: Technical robustness and safety: Systems are developed in a responsible manner with proper
consideration of risks.
1 — Not at all important 2 3 4

5 — Very Important

Question 34: Human agency and oversight: Human oversight and control throughout the lifecycle of GAI
products.
1 — Not at all important 2 3 4

5 — Very Important

Question 35: Societal and environmental well-being: Al systems that conform to the best standards of

sustainability and address like issues climate change and environmental justice.

1 — Not at all important 2 3 4 5 — Very Important

X
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To finish, a few questions about yourself:
There’s no need to be concerned about the data being linked to you. If you prefer to withhold certain

information, select the option “do not specify”.

Question 36: How old are you?

Please enter your age in years.

years

Question 37: Which gender do you feel you belong to?
Male

Female

Divers

Do not specify

Question 38: What level of education do you have?

Please select the highest qualification you have achieved so far.

No schooling completed

Basic Education (9" grade)

High School (12" grade)

Bachelor’s Degree

Post-Graduation

Master’s Degree

PhD

Other qualification, namely

Do not specify

XV
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Question 39: What describes best your current situation?

Student

Working student

Worker

Unemployed

Retired

Other situation

Do not specify

Question 40: Approximately, what is your monthly income?
This refers to the sum you have at your disposal each month (after taxes and social insurance deductions) for

your living expenses, regardless of whether the funds come from employment, relatives, or other sources.

| have no income

0-249 €

250-499 €

500-999 €

1000 — 1499 €

1500 — 1999 €

2000 — 2499 €

2500 — 2999 €

3000 € or more

Your answers have been saved v/

Thank you so much for your participation!

If you wish to participate in the prize draw, you will be redirected to another site to ensure that your survey
answers remain anonymous.

Please click here to proceed.
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Annex B — Measurement of items

Table X - Items for measurement of the constructs

ltem Scale

References

Values

Value 1

Value 2

Value 3

Value 4

Value 5

Value 6

Value 7

How important are these values in the design of GAI 1 (notatall
technologies that interact with us? [Privacy and data important) —
governance: Competent authorities who implement 5 (very
legal frameworks and guidelines for testing and important)
certification of Al-enabled products and services.]

How important are these values in the design of GAI

technologies that interact with us? [Human agency and

oversight: Human oversight and control throughout the

lifecycle of Al products.]

How important are these values in the design of GAI

technologies that interact with us? [Technical

robustness and safety: Systems are developed in a

responsible manner with proper consideration of risks.]

How important are these values in the design of GAI

technologies that interact with us? [Transparency:

Transparency requirements that reduce the opacity of

systems.]

How important are these values in the design of GAI

technologies that interact with us? [Diversity, non-

discrimination, and fairness: The application of rules

designed to protect fundamental human rights, such as

equality.]

How important are these values in the design of GAI

technologies that interact with us? [Societal and

environmental well-being: Al systems that conform to

the best standards of sustainability and address like

issues climate change and environmental justice.]

How important are these values in the design of GAI

technologies that interact with us? [Accountability: Al

at any step is accountable for considering the system’s

impact in the world.]

Choung et
al. (2023a);
David et al.
(2024)
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Table X - Items for measurement of the constructs

Item Scale References

Generative Al Trust

GT1 The offered GAI technology cares about our well-being. 1 (strongly  David et al.
(Benevolence 1) disagree) — (2024)

GT 2 The offered GAI technology is sincerely concerned 5 (strongly
about addressing the problems of human users. agree)

(Benevolence 2)

GT 3 The offered GAI technology tries to be helpful and do
not operate out of selfish interest. (Benevolence 3)

GT 4 The offered GAI technology is truthful in their dealings.
(Integrity 1)

GT5 The offered GAI technology keeps their commitments
and delivers on its promises. (Integrity 2)

GT6 The offered GAI technology is honest and do not abuse
the information and advantage they have over its users.
(Integrity 3)

GT7 The offered GAI technology works well. (Competence 1)

GTS8 The offered GAI technology has the features necessary
to complete key tasks. (Competence 2)

GT 9 The offered GAI technology is competent in its area of
expertise. (Competence 3)

GT 10 The offered GAI technology is reliable. (Competence 4)

GT 11 The offered GAI technology is dependable. (Competence

5)
Brand Trust
BT1 This brand does a good job. (Competence 1) 1 (strongly Li et al.
BT 2 | expect the brand to deliver on its promise. disagree) -5  (2008)
(Competence 2) (strongly
BT 3 I am confident in the brand’s ability to perform well. agree)

(Competence 3)

XVII
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Table X - Items for measurement of the constructs

Item Scale References
BT 4 The quality of this brand seems to be very consistent. 1 (strongly Lietal.
(Competence 4) disagree) -5 (2008)
BT 5 The brand has good intentions towards its customers. (strongly
(Benevolence 1) agree)
BT 6 It will respond constructively if | have any product-
related problems. (Benevolence 2)
BT 7 It would do its best to help me if | had a problem.
(Benevolence 3)
BT 8 It cares about my needs. (Benevolence 4)
BT 9 This brand gives me a sense of security. (Benevolence
5)
Media Richness
MR 1 The mission statement provides a wide range of 1 (strongly Z. Wang
information. (Content Richness 1) disagree) -5 (2022)
MR 2 The mission statement provides in-depth information. (strongly
(Content Richness 2) agree)
MR 3 The mission statement meets my requirements for
information content. (Content Richness 3)
MR 4 The mission statement provides high-quality
information. (Quality Richness 1)
MR 5 The mission statement provides trustworthy
information. (Quality Richness 2)
MR 6 The mission statement provided by the brand can help

me. (Quality Richness 3)

XVIII
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Annex C- Preliminary Test Results

Table B4 - Sociodemographic characteristics of the Preliminary Study

n % M SD
Age 31.2 11
Gender
Male 8 38.1
Female 13 61.9
Diverse 0 0
Education
No schooling completed 0 0
Basic education. (9™ grade) 2 9.5
High school (12" grade) 3 14.3
Bachelor’s degree 10 47.6
Post Graduation 1 4.8
Master’s Degree 4 19.0
PhD 1 4.8
Income
No income 1 4.8
0-249¢€ 1 34
250 -499 € 1 10.3
500-999 € 7 24.1
1000 — 1499 € 3 13.8
1500 — 1999 € 4 19.0
2000 — 2499 € 2 9.5
2500 — 2999 € 1 4.8
3000 € or more 1 48
Current Situation
Student 3 14.3
Working Student 8 38.1
Worker 10 47.6
Unemployed 0 0
Other situation 0 0

Notes. N= 21
XIX
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Table X - Construct reliability and validity of the Preliminary Study

Composite reliability Composite

Average variance

Cons Cronbach’s alpha (tho_a) reliability (rho, c) extracted (AVE)

MR 876 901 908 628

BT .843 .869 877 461

GT 936 951 944 629
Notes. N = 21

XX
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Annex D — Sample Characterization Results

Table x - Education frequency

Education Frequency Percent Valid Percent

Cumulative Percent

Basic Education (9th grade)

4 1.3 13
High School (12th grade
J ( grade) 45 15 15
Bachelor Degree
154 51.3 51.3
Post-Graduation
25 8.3 8.3
Masters Degree
55 18.3 18.3
PhD
6 2 2
Other qualification
7 2,3 2,3
Do not speci
pecify 4 1.3 13
Total 300 100 100

13

16.3

67.7

76

94.3

96.3

98.7

100

XXI
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Table x - Income frequency

Income

Frequency Percent Valid Percent

Cumulative Percent

| have no income

0-249€

250 - 499 €

500 - 999€

1000 - 1499 €

1500 - 1999 €

2000 - 2499 €

2500 - 2999¢€

3000 € or more

Total

24

61

31

43

39

23

34

22

23

300

20.3

10.3

14.3

13

7.7

11.3

7.3

7.7

100

20.3

10.3

14.3

13

1.7

11.3

7.3

7.7

100

28.3

38.7

53

66

73.7

85

92.3

100
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Table x - Situation frequency

Cumulative Percent

Situation Frequency Percent Valid Percent

Student 21 7 7 7
Working Student 28 9.3 9.3 16.3
Worker 184 61,3 61.3 .
Unemployed 38 12.7 12,7 90.3
Retired 3 1 1 91.3
Other situation 24 8 8 99.3
Do not specify 2 0.7 0.7 100
Total 300 100 100

XX
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Annex E — Preliminary Control Checks

Tabelle X - Construct Reliability & Validity Pre-Test

Construct Cronbach's Composite Composite Average variance
alpha reliability (rho_a) reliability (rho_c) extracted (AVE)

GT 0.936 0.968 0.942 0.622

BT 0.843 0.869 0.875 0.458

MR 0.876 0.899 0.908 0.627
Notes. N = 21
Tabelle X - ANOVA Oneway Outputs: MR Descriptives

95% Confidence Interval for Mean Max

Testgroup N Mean SD Std. Error  Lower Bound Upper Bound Min
Low MR 102 34183 .81337 .08054 3.2585 3.5781 1.17 5.00
Moderate ~ 102 3.8252  .67827 .06716 3.6919 3.9584 1.83 5.00
High 96  4.0677 55492  .05664 3.9553 4.1801 2.83 5.00
Total 300 3.7644  .74053  .04275 3.6803 3.8486 1.17 5.00

XXIV
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Tabelle X - ANOVA Oneway Outputs: Tests of Homogeneity of Variances

Sig.
Levene Statistic dfl df2
Media Richness Based on Mean 9.383 2 297 <.001
Based on Median 8.942 2 297 <.001
Based on Median and with adjusted df 8.942 2 285,368 <.001
Based on trimmed mean 9.249 2 297 <.001
Tabelle X - ANOVA Oneway Outputs: MR
Sig.
Sum of Squares df Mean Square F
Between Groups 21.426 2 10.713 22.322 <.001
Total 163.965 299

Tabelle X - ANOVA Oneway Outputs: Effect Sizes®

95% Confidence Interval

Upper
Point Estimate Lower
Media Richness Eta-squared 131 .065 199
Epsilon-squared 125 .058 194
Omega-squared Fixed-effect  .124 .058 193
Omega-squared Random-effect .066 .030 .107

Notes. Eta-squared and Epsilon-squared are estimated based on the fixed-effect model

XXV
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Table X: Tukey's Honestly Significant Difference (HSD) Post Hoc Test

3
Testgroup N 1 2
Low MR 102 3.4183
Moderate MR 102 3.8252
High MR 96 4.0677

Notes. Means for groups in homogeneous subsets are displayed. a. Uses Harmonic Mean Sample Size
=99,918. b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type | error
levels are not guaranteed. Subset for alpha = 0.05

XXVI
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Table X - Principal Component Analysis: Total Variance Explained

Component Initial Eigenvalues  Extraction Sums of Squared Loadings
Total % of Variance Cumulative Total % of Cumulative
% Variance %
41.548
1 13.295 41.548 41.548 13.295 41.548
51.354
2 3.138 9.807 51.354 3.138 9.807
56.318
3 1.588 4,963 56.318 1.588 4.963
59.498
4 1.018 3.181 59.498 1.018 3.181
5 0.938 2.93 62.428
6 0.771 2.408 64.837
7 0.762 2.38 67.217
8 0.744 2.324 69.541
9 0.691 2.159 71.7
10 0.666 2.081 73.781
11 0.64 1.999 75.78
12 0.609 1.903 77.684
13 0.558 1.745 79.428
14 0.546 1.705 81.133
15 0.494 1.545 82.678
16 0.466 1.457 84.135
17 0.44 1.375 85.51
18 0.433 1.353 86.863
19 0.428 1.336 88.199
20 0.411 1.286 89.484
21 0.38 1.187 90.671
22 0.368 1.149 91.821
23 0.343 1.071 92.891
24 0.33 1.032 93.923
25 0.303 0.947 94.869
26 0.284 0.888 95.758
27 0.262 0.818 96.576
28 0.241 0.752 97.328
29 0.237 0.739 98.068
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30 0.228 0.713
31 0.213 0.667
32 0.177 0.553

98.78
99.447
100

Annex F - PLS Algorithm Results

Table xx — Model Fit

Saturated model

Estimated model

SRMR
d_ULS
dG
Chi-square

NFI

0.061

1.731

0.558

908.695

0.839

0.099

4.567

0.704

1062.741

0.811
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Table x - Multicollinearity Statistics (VIF)

Item VIF

BT 1 2.190
BT 2 1.750
BT 3 2.225
BT 4 2.271
BT S 2.316
BT 6 2.154
BT 7 2.797
BT 8 2.344
BT 9 2.151
GT 1 2.195
GT 2 2.654
GT3 2.017
GT 4 2.259
GT5 1.979
GT6 2.462
GT8 1.686
GT9 2.499
GT 10 2.031
MR 1 1.821
MR 2 1.882
MR 3 1.919
MR 4 2.893
MR 5 1.975
MR 6 1.706
Values 1 1.560
Values 2 1.667
Values 3 175t

XXIX
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Values 4 1451
Values 5 1.586
Values 6 1.422

XXX
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Annex G — Bootstrapping Results

Table x — Outer Loadings and p values

Original sample ~ Samplemean ~ SD T statistics Values
BT 1<-BT 0.797 0.796 0.026 31.018 0.000
BT_2< BT 0.711 0.708 0.040 17.993 0.000
BT 3<-BT 0.798 0.798 0.024 33.794 0.000
BT 4<-BT 0.801 0.800 0.024 33.851 0.000
BT 5<-BT 0.797 0.796 0.027 30.001 0.000
BT_6<-BT 0.768 0.767 0.030 25.224 0.000
BT_7<-BT 0.831 0.830 0.022 38.459 0.000
BT 8<BT 0.798 0.797 0.025 32.099 0.000
BT_9< BT 0.758 0.758 0.031 24,456 0.000
GT 1< GT 0.759 0.757 0.030 25.566 0.000
GT10<-GT 0.718 0.717 0.042 17.079 0.000
GT2<-GT 0.810 0.809 0.022 37.031 0.000
GT3<-GT 0.762 0.761 0.034 22.278 0.000
GT4<-GT 0.782 0.780 0.029 26.716 0.000
GT5< GT 0.747 0.746 0.038 19.639 0.000
GT6<-GT 0.816 0.814 0.025 32.052 0.000
GT8<-GT 0.721 0.721 0.031 23.285 0.000
GT9<-GT 0.798 0.797 0.030 26.635 0.000
MR 1 <- MR 0.735 0.734 0.044 16.845 0.000
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MR 2 <- MR 0.750 0.749 0.032 23,517 0.000
MR 3 <- MR 0.787 0.786 0.027 29.486 0.000
MR 4 <- MR 0.876 0.875 0.015 58.728 0.000
MR 5 <- MR 0.797 0.797 0.020 40.299 0.000
MR 6 <- MR 0.755 0.754 0.031 24.266 0.000
Value 1 <- Values 0.728 0.725 0.041 17.781 0.000
Values 2 <- Values 0.667 0.658 0.058 11.460 0.000
Values 3 <- Values 0.732 0.725 0.048 15.112 0.000
Values 4 <- Values ~ 0.760 0.763 0.035 21.945 0.000
Values5<-Values  0.723 0.720 0.039 18.342 0.000
Values 6 <- Values 0.686 0.682 0.047 14,740 0.000
Table x — Path coefficients and p values
Original sample Sample mean SD T statistics P values

MR -> BT 0.712 0.712 0.034 21.014 0.000
MR ->GT 0.685 0.686 0.033 20594 0.000
MR -> Values 0.201 0.299 0.054 5.360 0.000
Values -> BT 0.100 0.103 0.047 2.152 0.031
Values -> GT 0.113 0.114 0.049 2.310 0.021
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Table 33 — Specific indirect effects (complete)

Original sample Sample mean SD T statistics P values
MR -> Values -> BT 0.029 0.031 0.016 1.849 0.065
MR -> Values -> GT 0.033 0.034 0.016 2.064 0.053
Table XX — Total indirect effects

Original sample Sample mean SD T statistics P values
MR -> BT 0.029 0.031 0.016 1.849 0.065
MR ->GT 0.033 0.034 0.016 2.064 0.039

Table 37 — Total effects

Original sample Sample mean SD T statistics P values
MR -> BT 0.741 0.743 0.028 26.808 0.000
MR -> GT 0.717 0.720 0.028 26.069 0.000
MR -> Values 0.291 0.299 0.054 5.360 0.000
Values -> BT 0.100 0.103 0.047 2.152 0.031
Values -> GT 0.113 0.114 0.049 2.310 0.021
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Table 37 — Q2Predict Table 37 — PLS-SEM vs. Indicator average (IA)
values
PLS 1A Q\S/Serage t \Fjalue
Q2predict loss loss difference value
0.000
0.422 BT 0.475 0709 -0.234 6.653
BT 1 x
0.225 GT 0507 0719 -0.212 6.606 0-000
BT 2 x 0.055
0.394 Values 0.860 0.891 -0.031 1.924
BT 3 x
0.342 Overall 0583 0.758 -0.175 7.008 0:000
BT 4 x
0.317
BT 5 x
0.278
BT 6 _x
0.331
BT 7 x
0.361
BT 8 x
0.305
BT 9 x
0.261
GT_10_x
0.291
GT_1 x Table 37 — PLS-SEM vs. Linear Model (LM)
0.347
CT2x Average P
0.242 PLS LM t
GT 3 x loss value
— = 0.256 loss loss difference value
GT_4X 0.282 BT 0.475 0467 0.007 0721 0471
G158 x 0.300 GT 0.507 0499 0.007 0.726 0-468
GT_6.x 0373 Values 0.860 0.870 -0.010 1.023 0307
GT.8 x 0301 Overall 0583 0580 0.003 0.403 0688
GT_9 x
0.041
v_28 X
0.006
v_29 X
0.007
v_30 x
0.094
v_31 x
0.028
v_32_X
0.023
v 35 X
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Annex H - Stimuli

Trustworthy
Generative Al

Figuret 9 — Stimuli Testgroup 1, low MR

Q1
@2
@s.
Q4.
@s.
@e6.

@17

Our Quality Promise

Privacy & Data Governance

We prioritize privacy and data protection

Human Agency & Oversight

We ensure human oversight in our GAI systems

Technical Robustness & Safety

We prioritize safety and reliability

Transparency

Our GAI systems are transparent

Diversity, Non-discrimination, Fairness

We promote diversity and fairness

Societal & Environmental Well-Being

We consider societal and environmental impact

Accountability

We uphold accountability in our GAI systems

VIl
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Figure 10 — Stimuli Testgroup 2, moderate MR

Trustworthy
Generative Al

Our Quality Promise

Q1
@2
@s.
Q4.
@s.
@e6.

@17

Privacy & Data Governance

We prioritize privacy and data protection

Human Agency & Oversight

We ensure human oversight in our GAI systems

Technical Robustness & Safety

We prioritize safety and reliability

Transparency

Our GAI systems are transparent

Diversity, Non-discrimination, Fairness

We promote diversity and fairness

Societal & Environmental Well-Being

We consider societal and environmental impact

Accountability

We uphold accountability in our GAI systems

VIl
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Figure 10 — Stimuli Testgroup 2, moderate MR

Our Quality Promise

1 Privacy & Data Governance:
‘We prioritize privacy and data protection through an adequate data governance
framework. This ensures that sensitive information remains secure and
confidential, fostering trust and confidence among users in our GAI systems.
To ensure compliance with regulations and industry standards to safeguard user
privacy this framework includes:

* encryption protocols
* access controls

+ data anonymization techniques

2. Human Agency & Oversight:

We h mec to enable informed decisions and
ethical use of GAI By incorporating h ‘we ensure ility.
faimess, and transparency in our GAI systems, enhancing their reliability and
trustworthiness.

To ensure adherence to ethical guidelines and y req this
includes:

« real-time monitoring
« auditing tools
« feedback loops that allow

Our Quality Promise

3. Technical Robustness & Safety:

‘We prioritize safety, reliability, and reproducibility to minimize unintended harm
in our GAI systems. Robust technical dard Y i and
performance, safeguarding against potential risks and vulnerabilities. To
minimise risks and ensure system reliability our dard

 fault tolerance mechanisms
« error detection algorithms
« fail-safe protocols

4. Transparency:
Our GAI sy are transy providing stakehol
decisit king p and system capabilities. Transparency fosters
accountability and trust, users to d and eval
This Shearay .

« explainable GAI techniques
« model interpretability tools
+ and documentation practices
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Figure 10 — Stimuli Testgroup 2, moderate MR

Our Quality Promise

5. Diversity, Non-discrimination, Fairness:

Wep: diversity and fais in our Al sy to ensure ibility and

mitigate unfair biases. Embracing diversity enhances inclusivity and faimess,
our GAI gies more equitable and impactful for all users. These

efforts aim to mitigate biases, ensure equal and p inclusivity in

our GAI technologies - we ensure this through:

. -aware
« diversity-aware training data selection

of our GAI

d ies. By
g ‘we aim to create GAI solutions
that positively contribute to society. To minimize adverse effects and maximize
positive contributions to society and environment this includes:

+ conducting impact assessments
« stakeholder consultations
« sustainability analyses

Our Quality Promise

7. Accountability:

‘We uphold accountability in our GAI sy
lrna e {lity and 5

keholders are held accor for GAI

grity in our ti T¢

infrastructure include:

TP e |

« immutable logs
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Trustworthy
Generative Al

Figure 11 — Stimuli Testgroup 3, high MR

Our Quality Promise

Q1
@2
@s.
Q4.
@s.
@e6.

@17

Privacy & Data Governance

We prioritize privacy and data protection

Human Agency & Oversight

We ensure human oversight in our GAI systems

Technical Robustness & Safety

We prioritize safety and reliability

Transparency

Our GAI systems are transparent

Diversity, Non-discrimination, Fairness

We promote diversity and fairness

Societal & Environmental Well-Being

We consider societal and environmental impact

Accountability

We uphold accountability in our GAI systems

XI
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Figure 11 — Stimuli Testgroup 3, high MR

Our Quality Promise

1 Privacy & Data Governance:

‘We prioritize privacy and data protection through an adequate data governance
framework. This ensures that secure and
confidential, g trust and confid g users in our GAI systems.

This involves implementing encryption protocols such as AES (Advanced
Encryption Standard) with 256-bit keys for data at rest and TLS (Transport Layer
Security) for data in transit. We utilize cryptographic hashing algorithms like
SHA-256 (Secure Hash Algorithm) to ensure data integrity. Additionally, we
enforce access controls using role-based access control (RBAC) and attribute-
ummemm%nm)mmmngaﬂemngwmmm&m
methods like multi-factor authentication (MFA) to p access.
Data anonymization including diffe P y and

encryption are employed to preserve priy while allowing for ingful
analysis

Our Quality Promise

2. Human Agency & Oversight

We h i to enable informed decisions and
ethhﬂuudnsykwpomﬁxtghmnmomsighcwmaewmubﬂuy

and T in our GAI sy enhancing their reliability and
trustworthiness.

To enst 1ce to ethical.
includes implementing robust human
real-time by detection algorithms such as
IsdaﬁonFmandOne—ChssSVm(&lpponVectnrbhchines) These

on Ly n.muperfumanoemdmggaralmbr
devlaﬂmsﬁun Xp db -in-the-loop app utilize
active and to edge
cases and i maqum interventi
control systems and distributed ledger technologies like blockchain ensure
trwoabﬂltyandaudimbﬂityofnwdel and

by smart contracts enforce ethical guidelines

andmg\nammplianee.

Xl
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Figure 11 — Stimuli Testgroup 3, high MR

Our Quality Promise

3. Technical Robustness & Safety:

‘We prioritize safety, reliability, and reproducibility to minimize unintended harm
in our GAI sy dards ensure sy and
perf i risks and ilities.

‘We prioritize technical robustness and safety through a multi-layered approach
that incl fault error algorithms, and model
validation techniques. Fault tol isach d through and
hani such as active-passiv g and load balancing. Error
rithms i E control and h
point detection identify anomalies and drifts in data and model behavior. Model
vahdaﬁzmmvulvesngormxstes&ngmemodongesmamummgﬁm
testing. and chaos mnbmemdpeﬁamame
under adverse conditions. Conti: i and
(C1/CD) pipeli testing and d P ensuring rapid
response to emerging threats and vulnerabilities.

Our Quality Promise

4, Transparency:

Our GAI are ng stakeholders with insights into
dedsim-makmgpmoessesalﬂsystemmpabﬂﬁe&ﬁanmwyfmers
accountability and trust, enabling users to understand and evaluate GAI-driven
outcomes.

Our Al sy prioritize gh model interpretability
techmquasmhasSHAP(SHapleyAdﬂﬂveexPlanaﬂms)vaMssandLrME
(Local Interpretable Model-Agnostic Expk ions). These
feature importance scores and highlight the of individual fe
to model predictions, to model and
identify p biases. gmaradonnwdelsbasedonnmmn

ti h /i for model
mmmmmmmmmmm

gi ility and -nltyoﬁmdelpredicduucver

time. dd ki tef
P (NLP) and knowledg hs to P
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Our Quality Promise

5. Diversity, Non-discrimination, Fairness:

‘We promote diversity and faimess in our GAI systems to ensure
accessibility and mitigate unfair biases. Embracing diversity enhances
inclusivity and fairness, making our GAI technologies more equitable and
impactful for all users. These efforts aim to mitigate biases, ensure equal
treatment, and promote inclusivity in our GAI technologies.

We promote diversity, non-discrimination, and fairness in our GAI systems
through algorithmic fairness measures and bias mitigation strategies.
Fairness-aware learning algorithms utilize causal inference techniques
and counterfactual reasoning to identify and mitigate biases in training
data and model predictions. Bias detection algorithms including
adversarial attacks and membership inference attacks analyze model
outputs and identify potential vulnerabilities. Synthetic data generation

iques such as tive adversarial networks (GANs) and
variational autoencoders (VAES) augment training datasets and address
data scarcity issues, ensuring equitable representation across diverse
demographic groups. Active learning strategies and adaptive sampling
methods mitigate label imbalance and sampling bias, improving model
performance and fairness.

Our Quality Promise

6. Societal & Environmental Well-Being:

We consider the social impact and environmental consequences of our
GAI systems, prioritizing the well-being of individuals and communities.
By addressing societal and environmental concerns, we aim to create GAI
solutions that positively contribute to society. To minimize adverse effects
and maximize positive contributions to society and environment this
includes:

‘We prioritize societal and environmental well-being in our GAI initiatives
by integrating socio-technical impact assessments and environmental
impact assessments into our development lifecycle. Socio-technical
impact assessments evaluate the potential social, economic, and ethical
implications of GAI applications, incorporating stakeholder perspectives
and community feedback. Environmental impact assessments quantify
the carbon footprint. energy consumption, and resource utilization
associated with Al infrastructure and operations, informing sustainable
design choices and eco-friendly practices. Decentralized GAI frameworks
powered by federated learning and edge computing minimize data
transfer and processing overhead, reducing environmental impact and
enhancing data privacy and security.
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Our Quality Promise

7. Accountability:

We uphold accountability in our GAI systems by implementing robust
mechanisms for responsibility and oversight. Accountability ensures that
stakeholders are held accountable for GAI outcomes, promoting trust and
integrity in our operations.

‘We uphold accountability through a combination of technical and governance
mechanisms designed to ensure transparency, traceability, and responsibility in
our GAI systems. Blockchain-based accountability frameworks provide
immutable records of data provenance, model updates, and decision-making
processes, enabling stakeholders to audit and verify system activities. Smart
contract-based governance mechanisms enforce compliance with regulatory
requirements and ethical guidelines, embedding principles of accountability and
fairness into system workflows. Decentralized identity management systems
using distributed ledger technologies authenticate user identities and enforce
access controls, preventing unauthorized access and ensuring data privacy and
security. Automated incident response frameworks powered by machine
learning algorithms detect and mitigate security threats and compliance
violations in real-time, minimizing operational risks and enhancing
organizational resilience.
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	Question 35: Societal and environmental well-being: AI systems that conform to the best standards of sustainability and address like issues climate change and environmental justice.
	__________________________________________________________________________
	_______________________________________________________________________________________
	To finish, a few questions about yourself:
	There’s no need to be concerned about the data being linked to you. If you prefer to withhold certain information, select the option “do not specify”.
	Question 36: How old are you?
	Please enter your age in years.
	Question 37: Which gender do you feel you belong to?
	Question 38: What level of education do you have?
	Please select the highest qualification you have achieved so far.
	Question 39: What describes best your current situation?
	Question 40: Approximately, what is your monthly income?
	This refers to the sum you have at your disposal each month (after taxes and social insurance deductions) for your living expenses, regardless of whether the funds come from employment, relatives, or other sources.
	_______________________________________________________________________________________
	Your answers have been saved ✓ Thank you so much for your participation!
	If you wish to participate in the prize draw, you will be redirected to another site to ensure that your survey answers remain anonymous. Please click here to proceed.
	________________________________________________________________________________________

	Annex C– Preliminary Test Results
	Notes. N= 21
	Notes. N = 21

	Annex D – Sample Characterization Results
	Annex E – Preliminary Control Checks
	Notes. N = 21
	Notes. Eta-squared and Epsilon-squared are estimated based on the fixed-effect model

	Annex F -  PLS Algorithm Results
	Annex G – Bootstrapping Results
	Table 37 – Total effects

	Figuret 9 – Stimuli Testgroup 1, low MR
	Annex H - Stimuli
	1 Annex E – Stimuli
	2
	3 Annex E – Stimuli
	4
	Figure 10 – Stimuli Testgroup 2, moderate MR
	Figure 10 – Stimuli Testgroup 2, moderate MR
	Figure 10 – Stimuli Testgroup 2, moderate MR
	Figure 11 – Stimuli Testgroup 3, high MR
	Figure 11 – Stimuli Testgroup 3, high MR
	Figure 11 – Stimuli Testgroup 3, high MR
	Figure 11 – Stimuli Testgroup 3, high MR
	Figure 11 – Stimuli Testgroup 3, high MR

