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Resumo 

 

A monitorização remota surgiu como uma solução valiosa, particularmente no contexto da Covid-19, 

uma vez que permite oferecer serviços de saúde acessíveis a uma população mais ampla. Através da 

recolha de dados fisiológicos e informações de saúde do utilizador, a tecnologia mHealth pode ser 

utilizada para monitorizar pacientes com doenças crónicas, detetar anomalias e prever eventos. O 

objetivo principal desta dissertação foi desenvolver mais uma aplicação de mHealth baseada em 

Inteligência Artificial, a aplicação AIMHealth. Para cumprir este objetivo, foram criados dois artefactos 

distintos: "Artefacto 1 - AIMHealth App para Recolha de Dados" e "Artefacto 2 - Análise de Dados para 

a AIMHealth App", cada um abordando uma pergunta de investigação diferente. O primeiro artefacto, 

que se concentrou em melhorar a experiência do utilizador na aplicação, através do emprego de 

princípios de design centrados no utilizador, recebeu avaliações positivas por parte dos médicos. Em 

contraste, o segundo artefacto que visou identificar padrões nos dados de saúde, obteve resultados 

inconclusivos. 

Palavras-chave: Saúde Móvel, Aprendizagem Automática, Desenvolvimento de Aplicações 

Móveis, Monitorização Remota de Pacientes, Análise de Dados, Experiência de Utilizador  



 

  



 

Abstract 

 

Remote monitoring has emerged as a valuable solution, particularly in the context of the Covid-19, 

pandemic due to its capacity to provide accessible healthcare services to a larger population. By 

collecting user’s physiological data and health information, mHealth technology can be utilized to 

monitor patients with chronic conditions, detect anomalies and forecast events. The primary objective 

of this dissertation was to further develop an Artificial Intelligence-based mHealth application, called 

the AIMHealth app. To accomplish this objective, two distinct artifacts were created: "Artifact 1 - 

AIMHealth App for Data Collection" and "Artifact 2 - Data Mining for the AIMHealth App", each 

addressing a different research question. The first artifact, which focused on improving the user 

experience within the app, through the application of user-centered design principles, received 

positive evaluations by physicians. In contrast, the second artifact aimed to identify meaningful 

patterns in health data and followed the principles of the cross-industry standard process for data 

mining, however the results obtained were inconclusive.  

Keywords: mHealth, Machine Learning, Mobile Application Development, Remote Patient 

Monitoring, Data Mining, User Experience 
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 CHAPTER 1 

Introduction 

 

1.1. Topic Context 

A public health crisis began on 11th March 2020, when the World Health Organization declared 

Corona Virus Disease 2019 (Covid-19) a global pandemic [2]. During the outbreak, numerous 

regions across the world experienced significant challenges with their existing public healthcare 

systems, which were overwhelmed and underprepared to handle the scale and impact of the 

pandemic [3]. In order to mitigate the spread of the disease and minimize physical contact and 

hospitalization, rapid diagnosis, prognosis, remote monitoring became extremely crucial [4]. 

Smartphone applications, particularly mobile health (mHealth) applications, gained 

recognition as rapid and reliable solutions for diagnosing and monitoring patients, particularly 

with Covid-19 [5]. The adoption of mHealth applications offers several benefits, including 

reduced hospitalizations and in-person clinic visits, which is of immediate value in response to 

Covid-19, when healthcare systems strive to minimize face-to-face interactions and optimize the 

availability of hospital beds [6]. 

In addition to the aforementioned impacts on the healthcare system, Covid-19 disrupted 

the delivery of regular medical care, leading to patients postponing or completely forgoing 

necessary medical treatments [7]. The disruption and avoidance of regular medical care during 

the Covid-19 pandemic present significant challenges for patients with chronic diseases, as they 

risk receiving substandard care for their ongoing health conditions [7]. 

In Europe, non-communicable diseases continue to be the biggest healthcare capacity and 

cost burden, set to increase with an ageing society [6]. Remote monitoring can offer significant 

benefits by providing accessible healthcare services to a larger population, which can be 

particularly advantageous for patients who face challenges in receiving specialized care due to 

geographical constraints, limited transportation options, or physical limitations [8], [9]. 

Health remote monitoring systems have evolved to support easier communication between 

healthcare givers and patients for close monitoring, measurement of vital health parameters 

and routine consultation [10], [11]. This type of monitoring systems have also allowed the 

patient load at hospitals and health centers to be reduced [11]. Particularly, remote collection 

of vital signs (e.g., respiratory rate, heart rate, body temperature, blood oxygen saturation), as 

these are the first signs to show when something is alarming in several disease conditions [3], 

has allowed both patients and healthcare providers to have reduced exposure to Covid-19 [12]. 
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By collecting user’s physiological data and health information, mHealth technology can be 

utilized to monitor patients with chronic conditions, detect anomalies and forecast events, for 

instance, changes in the heart beat at rest, can be a sign of infection [13]. mHealth applications 

are thus promoting patient self-management, thus mitigating the necessity for urgent care and 

consequently reducing the number of hospitalizations [14]. 

In addition to what’s been said, recent breakthroughs in Artificial Intelligence (AI) and 

Machine Learning (ML), have increased the capacity of remotely conduct a variety of tasks that 

previously required the physical presence of a medical professional, such as surveillance of vital 

signs of infected as well as suspected individuals [3], [15]. Using healthcare data, AI and ML have 

great potential in disease prediction [16]. By harnessing the capabilities of AI and ML, mHealth 

can deliver health services that are highly effective, personalized, and conducive to improved 

patient care [17]. 

This dissertation further develops an mHealth application, the AIMHealth app. The 

AIMHealth app is a part of the AIMHealth Secure Platform, seen in the Annex A, and was 

developed within the AIMHealth – AI-based Mobile Applications for Public Health Response 

project funded by Fundação para a Ciência e Tecnologia (FCT) [18] under DSAIPA/AI/0122/2020, 

coordinated by the Information Sciences, Technologies, and Architecture Research Center 

(ISTAR-Iscte). 

 

1.2. Motivation 

The motivation behind this research stems from the growing necessity for efficient and 

accessible disease remote monitoring solutions [19], particularly in response to the Covid-19 

pandemic, that aim to mitigate the pandemic's impact and reduce the need for in-person 

hospital visits. Conventional disease monitoring approaches often rely on manual data collection 

and limited real-time insights, resulting in delays in identifying potential health complications 

[20]. The AIMHealth app aims to offer automated data collection and individualized disease 

monitoring, by utilizing AI, leading to improved patient outcomes and reduced healthcare costs. 

 

1.3. Problem 

The main problem lies in the lack of advanced mHealth applications that can efficiently collect 

health data, monitor, diagnose, and provide personalized healthcare services, particularly during 

pandemics such as Covid-19, while also catering to the needs of patients with chronic diseases 

and overcoming geographical and accessibility limitations. 
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1.4. Research Questions 

The research questions that were addressed in this dissertation are as follows: 

RQ 1: How can we optimize the user experience of the AIMHealth mHealth app to ensure 

ease of use and increased patient engagement during disease monitoring? 

RQ 2: Can we identify meaningful patterns in health data using data mining techniques and 

machine learning algorithms, within the context of the AIMHealth app's objectives? 

 

1.5. Objectives 

The primary objective of this dissertation is to address the research questions previously 

mentioned in the section “Research Questions” by further developing an AI-based mHealth 

application- AIMHealth app- capable of monitoring patients who have one or more health 

conditions. 

With this objective in mind, the main intent of this dissertation is to create two artifacts, 

“Artifact 1 - AIMHealth App for Data Collection” and “Artifact 2 - Data Mining for the AIMHealth 

App”, responding to RQ 1 and RQ 2, respectively. Figure 1.1 depicts the interaction between the 

two artifacts: the first artifact collects the user’s health data, encompassing parameters such as 

heart rate, blood pressure, body temperature and blood oxygen levels, for example, and is 

intended to supply data for the subsequent data mining process in the second artifact. 

 

1.6. Methodologies 

To accomplish the research objectives, several methodologies were adopted. Initially, a state of 

the art review was conducted following the Preferred Reporting Items for Systematic Reviews 

and Meta-Analysis (PRISMA) [21] methodology. Subsequently, the dissertation adhered to the 

Design Science Research Methodology (DSRM) [1] and the seven guidelines proposed by the 

authors [1], involving the development of two distinct artifacts. This approach has its origins in 

engineering and artificial sciences, and its main objective is to create relevant artifacts in order 

Figure 1.1. Interaction Between the Proposed Artifacts 
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to add value to the fields they are applied to. Figure 1.2 depicts the nominal sequence of the six 

activities that describe the DSRM process, according to its authors [1]. 

 

The DSRM has four entry points, and for this dissertation, the chosen entry point was “Problem-

Centered Initiation” to begin the research process. 

Even though the dissertation follows the DSRM principles, each artifact’s design and 

development follows a distinct methodology. The first artifact, dedicated to addressing the first 

research question concerning the enhancement of the app's user experience, was designed and 

developed in accordance to the principles of User-Centered Design (UCD) [22]. This involved 

user interviews, iterative design and prototyping to ensure user-friendly and intuitive interfaces. 

The design and development of the second artifact, which refers to the second research 

question concerning the data mining phase, followed the Cross-Industry Standard Process for 

Data Mining Methodology (CRISP-DM) [23]. 

 

1.7. Outline of the Dissertation 

This dissertation is organized into six chapters. The first chapter is the "Introduction" where the 

context, objectives, and outline of the dissertation are presented.  

The second chapter is titled the "State of the Art", and it provides a comprehensive and 

systematic review of the current state of the art, using the PRISMA methodology.  

The third chapter is dedicated to the first artifact, the "AIMHealth App for Data Collection". 

This chapter outlines its objectives, features, and functionalities, and also covers the conducted 

User Experience (UX) research, prototyping, and the final interface modifications undertaken 

during the app's development.  

Figure 1.2. DSRM Process Model [1] 
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The fourth chapter, concerning the second artifact, "Data Mining", details the data mining 

process conducted using the CRISP-DM methodology on hospital collected clinical data.  

In the fifth chapter, “Evaluation”, an assessment of both artifacts is carried out.  

Lastly, the final chapter, “Conclusions”, summarizes the key findings and conclusions 

derived from the research conducted in this dissertation. 
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CHAPTER 2 

State of the Art 

 

2.1. Search Strategy and Inclusion Criteria 

Following the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) 

Methodology [21] and after defining a research question “What is the state of the art on Artificial 

Intelligence-based mHealth applications for Disease Monitoring?”, a systematic review of the 

literature was conducted. This question matches the research aims. 

The Scopus and Web of Science (WoS) databases were searched, and the research was 

carried out through September 12th, 2022. Only articles, original papers or reviews that had 

been published in journals between 2017-2022, written in English and related to Computer 

Science, Decision Science, Engineering and Mathematics were selected. 

The search strategy was built around a query with a specific research focus, which will be 

addressed in section 2.4. This way it was possible to evaluate the number of articles that were 

present in both databases while taking the concept, context, and population under investigation 

into account. 

 

2.2. Study Selection 

After the database search and removal of duplicates, the title, abstract and keywords, were used 

to screen the papers selected for subsequent full text review, and in some cases the entire 

document was examined if those pieces of information weren't sufficient. 

 

2.3. Data Extraction and Synthesis 

The data, in this case the title, author, year, journal, subject area, keywords and abstract, was 

handled and stored with the support of Zotero and Microsoft Excel tools. Based on the results 

presented above, a qualitative assessment was conducted for data mining and synthesis. The 

Scopus and WoS databases were thoroughly searched for published work relating to the 

concepts “mHealth” or “Telemonitoring” or “Health App” or “Electronic Health Records”, the 

target population “Comorbidities” or “Medical Condition”, and within a “Data Mining” or 

“Machine Learning” or “Data Analysis” context of the study. 
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2.4. Results 

The search results are depicted in Table 2.1. The query was made in both Scopus and at the WoS 

databases after applying the same restrictions and filters. 

 

Table 2.1. Keyword Selection 

Concept Population Context Limitations 

"mHealth" 

"Telemonitoring" 

"Health App" 

"Electronic Health 

Records" 

"Comorbidities" 

"Medical Condition" 

"Machine Learning" 

"Data Mining" 

"Data Analysis" 

2017-2022 

Only journal papers, 

articles, and reviews 

6931 Documents   

178 Documents  

73 Documents 

 

As seen in the above table, the query was made using the keywords from each column (Concept 

AND Population AND Context AND Limitations) resulting in 73 documents. Following the PRISMA 

methodology, 24 documents were collected after removing duplicates, screening titles, 

abstracts, and keywords and after full assessment (Figure 2.1). The excluded documents did not 

align with the context of the study. 

Figure 2.1. PRISMA Workflow Diagram 
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As depicted in Figure 2.2, the trend line shows a growth on the topic being studied, showing 

evidence of its pertinence. 

  

 

A list of the main topics discussed on each of the reviewed articles is described in Figure 2.3, 

where it is visible that data mining and ML can be utilized to monitor and manage patients with 

comorbidities. 

A more thorough analysis of this review is summarized in Table 2.2, with a description of the 

main topics addressed by the selected papers. It is important to note that a single paper may 

encompass multiple topics simultaneously. 

Table 2.2. Studies by Topics 

Main Topics Reference Number of Documents 

Machine learning [24]–[43] 19 

Electronic Health Records  [24], [26], [31], [33]–[41], [43]–[47] 17 

Comorbidity [24]–[26], [31]–[33], [35], [37]–[43], [46], [47] 16 

Prediction [27], [29], [33], [35], [36], [38], [40], [42], [44]–[47] 13 

Medical Condition [28], [30]–[37], [45]–[47] 12 

Monitoring [25], [27]–[30], [37], [44] 7 

Data Mining [24]–[26], [44], [45] 5 

4%
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33%

21%

38%
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20%
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40%
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Figure 2.2. Evolution of the Eligible Studies by Year 

Figure 2.3. Main Topics from the Literature Review 
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mHealth [27]–[30] 4 

Covid-19 [25], [41], [43], [47] 4 

 

As seen in Figure 2.3, the most popular topics are “Machine Learning”, “Electronic Health 

Records” and “Comorbidity”.  

Using ML, authors in [24] propose a point-of-care periodontitis risk assessment model, by 

comparing the performance of five ML methods: Naïve Bayes, Logistic Regression, Support 

Vector Machine, Artificial Neural Network, and Decision Tree. Authors from [36] propose a 

multiple instance learning boosting algorithm, able to extract hidden patterns from past EHR 

temporal data, for early prediction of Type 2 diabetes. In [40] a DL system that combines a 

convolutional neural network and a long short-term memory network is introduced for the early 

detection of sepsis. The authors in [25] conduct an explorative data mining of symptoms and 

comorbidities, comparing ML algorithms, such as Naïve Bayes, Decision Tree, Random Forest, K-

Nearest Neighbor, Logistic Regression, Gradient Boosting Classifier, Support Vector Machines 

and Neural Networks, for Covid-19 severity detection. [41] using Extreme Gradient Boosting 

models, the researchers developed a method to identify potential patients with long-term 

effects of Covid-19. In [26] a cluster analysis, applying the K-Means algorithm, is conducted using 

Electronic Health Records (EHR) to identify the associations between frailty and clinical 

phenotypes. [43] developed models based on recurrent neural networks to predict Covid-19 

patient outcomes. Researchers in [33] extracted features from EHR data to develop a Extreme 

Gradient Boosting model for predicting sepsis onset six hours in advance. [29] enhanced 

mHealth tools with decision-making capabilities, focusing on predicting surgical site infections 

by seamlessly integrating multiple ML models, such as K-Nearest Neighbor, Linear Regression, 

Support Vector Regression. In [42] five ML approaches (Category Boost, Random Forest, 

Extreme Gradient Boosting, Logistic Regression and Stacking Classifier) were employed to 

predict the likelihood of 30-day unplanned readmission for elderly patients. 

Going through the studies performed using EHR, the authors from [31] investigated the 

utilization of unsupervised ML models (Latent Dirichlet Allocation and Poisson Dirichlet Model) 

to uncover latent disease clusters and patient subgroups. [32] developed a DL approach with K-

means, Deep Clustering Network and Self-Organizing Map-Variational Autoencoder for 

clustering time-series data in EHRs to create clusters with patients who exhibited similar future 

outcomes of interest, such as adverse events or the onset of comorbidities. [34] highlights the 

variability in results from different clustering approaches (K-means, Kernel K-means, Affinity 

Propagation, Latent Class Analysis) for Alzheimer’s disease subtypes in EHRs. In [38] a novel 

framework is presented for continuous acute kidney injury prediction utilizing EHR data. [39] 
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present an unsupervised framework based on Word Embeddings, Convolutional Neural 

Networks, and Autoencoders for patient stratification using EHR. [44] proposed a data-driven 

model for accurate prediction of disease trajectories by leveraging EHRs. [46] assessed the 

effectiveness of a novel low-dimensional embedding model, disease2disease, learned from a 

large-scale EHRs dataset, in clustering the causes of kidney diseases and comorbidities. [47] 

presents a prognostic model for predicting critical states within 28 days following a Covid-19 

diagnosis using EHR data and Extreme Gradient Boosting models. [45] developed methods based 

on tensor factorization to predict the occurrence of new chronic diseases, incorporating 

comorbidity patterns along with clinical and sequential factors from EHRs. 

Paper [27] describes an AI aided home-based system that allows pregnant women to 

monitor their pregnancy on a daily basis and accurately predict their delivery date by the pattern 

analysis of their salivary crystals. [37] investigated chronic kidney disease progression with a 

hybrid semi mechanistic modeling methodology developed and applied to real world data. On 

[35] the construction of a patient graph structure to identify the appropriate therapies for each 

patient is described using basic patient information such as age and gender, along with diagnosis 

information. For disease management, in [28] a decision support system has been developed 

with the purpose of assisting individual patients in adhering to well-established clinical 

guidelines. [30] demonstrated the potential of smartphone-based tasks as objective measures 

for diagnosing and monitoring Parkinson’s disease. 

In summary, the state of the art results reveal that while AI has been widely applied in 

healthcare for various purposes, there is a notable absence of an AI-based mHealth app 

designed specifically for remote monitoring of patients with multiple health conditions.  
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CHAPTER 3 

Artifact 1- AIMHealth App for Data Collection 

 

3.1. Introduction 

This chapter revolves around the improvement of the AIMHealth app, guided by the principles 

of User-Centered Design (UCD) [22]. Its primary objective is to enhance the User Experience (UX) 

while addressing the first research question. Additionally, this chapter delves into the UX 

research conducted, the prototyping process, and the final interface enhancements that were 

implemented throughout the app's development process. 

 

3.2. UX Research 

Initially, the AIMHealth app had been developed in the scope of the AIMHealth project for 

physiological data collection, as proposed in [48], using Flutter, an open-source framework by 

Google used for app development [49]. Figure 3.1 displays multiple screenshots depicting the 

user experience before any modifications were made to the app. These screenshots showcase 

the app's login, home, and settings/profile pages in their original state.  

The initial version of the app, presented above, implemented five protocols for the evaluation 

of cardiac and respiratory functions, and of the app’s usability, as well. These protocols were 

created to evaluate the status of Covid-19 disease in consultations with clinical specialists at 

Figure 3.1. Screenshots of the Initial Version of the AIMHealth App 



14 
 

Hospital de Santa Maria (HSM) in Lisbon, Portugal. Two of the protocols played a role in cardiac 

function assessment: one in evaluation of the cardiac function resorting to camera-based 

photoplethysmography (cbPPG) acquisition for a period of 30 seconds - cbPPG is able to measure 

respiration rate and blood oxygenation [50]- and the second involved using data gathered from 

a wearable device connected with the smartphone, acquiring the same type of physiological 

data for the purpose of comparison and clinical evaluation. There were two protocols used for 

the respiratory function assessment, both recorded a brief 5 second audio clip through the 

smartphone’s microphone: one for cough recordings (“Gravação Tosse”) and another for voice 

‘33’ (“Voz ‘33’”). Finally, the System Usability Scale [51] questionnaire had been included to 

evaluate the usability of the application. 

To enhance the development of the application, user interviews were conducted specifically 

targeting five potential users of the app: older individuals with one or more chronic conditions 

who were capable of using smartphones. Table 3.1 presents basic demographic information 

concerning the five individuals who were interviewed. 

Table 3.1. Demographic Data of the Five People Interviewed 

Age Sex Education 
Marital 

Status 

In Labor 

Force 
Health Status 

93 F High school Widowed No 
Diabetes, Arthritis, Deafness, Back 

problems, Hypotension 

82 F Primary school Widowed No Renal Insufficiency, Hypertension 

51 F Bachelor’s degree Married No Hypertension 

54 F Bachelor’s degree Married Yes Healthy 

73 M Bachelor’s degree Married Yes Healthy 

 

In the interviews, the users were asked "How do you currently monitor/track your health 

conditions?", "Do you maintain any kind of records? Do you have assistance from 

formal/informal caregivers or do you self-monitor?" and "Do you use any mHealth application?". 

These questions combined with the demographic data in Table 3.1, provided insights for the 

creation of our primary app persona. User personas play a crucial role in gaining a 

comprehensive understanding of the target audience [52], [53]. By grasping the expectations, 

concerns, and motivations of the target users represented by our primary persona, it becomes 

feasible to design an app that effectively fulfills their needs. Personas also assist in fostering 

empathy towards the end-users [53]. To enhance comprehension of user needs and ensure a 



 

15 

representative portrayal of the target user, the persona Carlota was crafted in alignment with 

the question “To whom is the app being developed?” (Figure 3.2). 

Figure 3.2. User Persona 

Carlota is 71 years old and is currently living alone in an apartment in Mafra since the death of 

her husband and since her two children, Diogo and Liliana, left home. For 40 years she was a 

history teacher in a secondary school and has recently retired. For seven years she has suffered 

from hypertension and asthma. Despite this, she maintains a healthy lifestyle and actively 

monitors her health conditions by recording her oxygen saturation and blood pressure levels 

daily. Above all, Carlota wants to continue to have her independence by being able to manage 

her health at home. One of the greatest difficulties that Carlota has at the moment is being able 

to keep up with all the scheduled exams and appointments. Beyond this difficulty, Carlota wants 

to find an easier way to keep organized and remember the multiple medications she must take 

every day. Carlota uses a smartphone and, despite sometimes having some difficulty, she is still 

interested and willing to learn how to work with it. Even though she has never used them, she 

considers health apps a possible good solution to the problems she has been presenting: 

recording physiological data measurements, keeping track of exams and appointments, and 

organizing the prescribed medications. 

Additionally, in the interviews the users were asked questions related to the features and 

usability of the app, such as “What would you like to see in a mHealth app?” and “What would 

make an mHealth app easy to use/understand?”. These made it possible to derive a set of new 

functional and non-functional user requirements for the app, as presented in Table 3.2. 
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Table 3.2. Functional and Non-functional User Requirements 

Functional requirements Non-functional requirements 

System for measuring basic parameters (blood 

pressure, oxygen saturation, etc.) 
Large font size 

System for tracking the evolution of registered 

parameters 
Use of colors and symbols 

System for organizing prescribed medications Easy access to the app via a simple code 

System for organizing and monitoring scheduled 

exams and appointments 
 

System for alerting doctors in the event of major 

changes 
 

Minimal authentication required  

Clarification of the various options on the 

protocol/measurement screen 
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Furthermore, a user flow was designed to showcase the potential interaction between the user 

and the application, providing insights into the user's journey within the app (Figure 3.3). 

After considering all the prior research, the following new tasks were identified as essential, to 

be supported by the app functionalities (Table 3.3): 

Table 3.3. User Tasks 

1. Sign In/Register 

Upon opening the app, the user is greeted with a splash screen displaying the AIMHealth logo for a brief period. 

Then, a second screen appears presenting two options to the user: "Entrar" (Sign In) or "Registar" (Register). 

a. Sign In 

If the user already has an account created, they will be prompted to log in using the email and password 

associated with their account. The app will provide input fields for the user to enter their email and password, 

Figure 3.3. User Flow 
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followed by a login button. Once the user enters their credentials and taps the login button, the app will 

validate the information and grant access to their account if the provided credentials are correct. 

b. Register 

If the user does not have an account created, they will be directed to the registration process to create a new 

account. During registration, the user will be prompted to enter their name, email address, and password. 

The app will provide input fields for the user to input their name, email address, and desired password. Once 

the required information is provided, the user can proceed to submit the registration form. The app will then 

process the registration request and create a new account associated with the provided credentials. 

2. Physiological data measurement 

The main screen of the application will present options displayed as squares, each representing a specific protocol 

or metric. These options will showcase the defined protocols or metrics that users can select. By selecting one of 

the options displayed on the main screen, users can initiate the recording of specific physiological data. This 

includes measurements such as heart rate, oxygen saturation, blood pressure, any other data that can be collected 

using a Bluetooth device, among others. 

3. Medication, exam, and appointment reminders 

On the reminders screen, users will encounter two displayed options: "Medicamentos” (Medications) or 

"Exames/Consultas” (Exams/Appointments). 

a. Medication reminders 

When the option “Medicamentos” is selected, the user can see information regarding the medication, such 

as the schedules, names, and quantities to be taken. Additionally, there is the possibility to add medications, 

by providing their name, quantity, days, time, and duration in which they must be administered, as well as 

adding notes, if necessary. 

b. Exam and appointment reminders 

By selecting the option "Exames/Consultas”, a list of upcoming scheduled events will appear. As with 

medications, you can add exams and appointments providing information such as the type of event 

(appointment or exam), the specialty, the date and time it was scheduled for and the location (hospital/clinic 

where it will be performed). It is also possible to add notes in case this event has some prerequisite (take an 

exam, fasting, etc.), for example. 

4. Recorded data visualization 

On the logs screen, users will find the date of their last recorded measurements, along with squares similar to 

those on the main screen. However, these squares will display the last recorded values for each specific metric. 

The values will be color-coded, with green indicating values within the healthy range and red indicating alarming 

values that are outside the healthy range. By selecting one of these squares, users can access a detailed analysis 

of the collected data for that specific metric. The analysis includes an evaluation of the last recorded value on a 

scale, indicating whether it is below, above, or equal to the recommended/healthy value. Additionally, users can 

view the average, maximum, and minimum values recorded over the week and month, providing a broader 

understanding of their data trends and variations. 

5. User profile 

Within the user profile section, users have the ability to add or edit their profile information. This includes details 

such as their name, date of birth, weight, gender, email, and password. 
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3.3. Prototyping 

This section introduces and presents the developed prototypes. Prototyping aids in the 

visualization and measurement of ideas [54]. It allows the transformation of insights and findings 

from the interviews into a tangible form by conceptualizing the app's functionalities, layout, and 

user interface [55].  

A low-fidelity prototype was created to visualize the design and to conduct a usability test, 

with the permission of the ethics council of Iscte (Annex B) [56]. The primary objective of the 

low-fidelity prototype was to design a straightforward and natural to use app interface, 

incorporating large font sizes, easily recognizable icons, and basic displays in alignment with the 

previously identified user requirements of our primary persona Carlota (Figure 3.4). 
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Due to the time required for the approval of the testing protocol, the low-fidelity prototype 

could not undergo user testing.  

The prototyping process progressed by building upon the low-fidelity prototype, and since 

high-fidelity prototypes facilitate the demonstration and assessment of real-time interactions 

between users and the application [54], a high-fidelity prototype was developed using the Figma 

interface design tool [57], illustrated in Figure 3.5. 

  

Figure 3.4. Low-fidelity Prototype 
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Figure 3.5. High-fidelity Prototype 
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3.4. App Development and Improvements 

The AIMHealth app was further developed based on the high-fidelity prototype, utilizing the 

Flutter framework [49]. Figure 3.6 showcases several screenshots that illustrate the user 

interface of the AIMHealth app. Based on the functional and non-functional requirements 

defined for the app, several requirements were satisfied, these include: 

• Enhancing the system for measuring health parameters – oxygen saturation, body 

temperature and blood pressure integrated into the “Medições” screen. 

• Implementing systems to organize and monitor prescribed medications, examinations, 

and appointments.  

• Implementing larger font sizes, distinctive colors, and symbols, to enhance user 

accessibility. 

• Clarifying the options available on the main screen ("Medições"). 

Figure 3.6. Screenshots of the New AIMHealth App Version 
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Currently, the AIMHealth application is being employed by physicians for the purpose of 

collection of patient clinical data at the Hospital de Santa Maria in Lisbon. Approval for such data 

collection and the use for research purposes of collected clinical data, was provided under the 

framework of the FCT project DSAIPA/AI/0122/2020 AIMHealth - Mobile Applications Based on 

Artificial Intelligence, by the Ethical Committee of the Faculty of Medicine of Lisbon, one of the 

project partners. The dataset is currently being accessed by Iscte and Faculty of Medicine 

researchers, under an NDA and in the scope of the FCT AIMHealth project. Clinical data is 

acquired in a pseudo-anonymous way, whereby an ID enables the discernment of the 

application’s users among the patients at HSM, through the app's Bluetooth device and 

encompasses temperature, heart rate, and blood oxygen levels. Afterward, physicians register 

the same data but from medically certified devices to facilitate a comparison with the data 

collected through the app and ensure its validity. All this data is being stored within the Appwrite 

[58] platform, a backoffice system also developed within the framework of FCT AIMHealth, as 

depicted in Figure 3.7. 

  

Figure 3.7. Examples of the Results Stored in the Appwrite Platform 
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CHAPTER 4 

Artifact 2- Data Mining for the AIMHealth App 

 

4.1. Introduction 

This fourth chapter addresses the second research question: “Can we identify meaningful 

patterns in health data using data mining techniques and machine learning algorithms, within 

the context of the AIMHealth app's objectives?”. This chapter details the data mining process, 

but because the data collected from the app was not accessible at the time of the study, it was 

conducted on EHR data obtained from HSM hospital, under the same approval process as 

defined in the previous chapter, extended to legacy data collected during the period of 

01/01/2019 to 12/11/2021 in the following hospital services: Cardiology, Intensive Medicine, 

and Respiratory Intensive Care Unit. It includes data from 23 122 patients and contains real-time 

clinical signals, such as Temperature, Blood Oxygen Level (SpO2), Heart Rate, for example, 

equivalent to the parameters collected through the app. An additional cardiology dataset, 

collected in the period 2018 to 2019, was made available too. The data mining process was 

guided by the CRISP-DM methodology. This chapter does not encompass the evaluation, which 

will be addressed in chapter six, nor does it include the deployment phase, which is planned for 

future work.  

 

4.2. Data Mining with CRISP-DM 

The CRISP-DM methodology [23] was used in this chapter. This methodology is divided into six 

stages, which include business understanding, data understanding, data preparation, modeling, 

evaluation, and deployment, as depicted in Figure 4.1. 

The CRISP-DM model begins with business understanding, which focuses on understanding 

the context and core objectives for the generation of the data. The second step, data 

understanding, involves familiarization with the available data as well as preliminary data 

exploration to find data quality issues and draw the initial insights from the observed data 

variables. The third phase is dedicated to data preparation, covering the tasks designed to create 

a final dataset that is going to be used in the following phase of modelling. In this step, null, 

duplicate, and outlier values are going to be examined. Furthermore, new variables are going to 

be constructed from the original variables. The next phase, corresponding to modeling, is 

focused on applying data mining techniques particularly with machine learning approaches. In 

this phase, the activities are focused on finding patterns and consequently extracting 
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information. The evaluation phase primarily focuses on assessing the models developed, with 

metrics adopted in the literature. Lastly, the deployment phase involves integrating the data 

mining results into production environments. 

 

4.3. Business Understanding 

The primary objective of the analysis was to identify meaningful patterns within the EHR data 

and then leverage these patterns and predictions to enhance the functionality of the AIMHealth 

app. The key goal was to empower physicians to make data-driven decisions and offer users 

valuable insights, proactive monitoring, and personalized interventions for better and more 

efficient health management. 

4.4. Data Understanding 

The data used for this research originates from the AimHealth database, available to this work 

by means of an NDA and computational means, including remote https secure access to a 

research server located in the ISCTE data center. We used a subset of the available data, stored 

in the DataGrip IDE [59], consisting of 152 tables and 13 views. Each table and view contain 

different types of hospital health data, such as the "V_Patients" view containing patient 

demographic information, the "LABRESULTS" table containing information on laboratory test 

results, among others. The data was extracted from “V_RTData”, “PICISDATA”, “ADMISSIONS”, 

“V_Patients”, “ADMISSIONDIAGNOSIS”, “V_DIAGNOSIS”, “LABTESTS”, “ANALYSIS” and 

“LABRESULTS” since they provide the patients' clinical information and real-time data, therefore 

Business 

Understanding 

Data 

Understanding 

Data 

Preparation 

Modeling 

Evaluation 

Deployment 

Data 

Figure 4.1. CRISP-DM Methodology 
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being the most suitable dataset for this analysis. Due to the unavailability of access to the Covid-

19 database and the presence of other health condition databases, the research focused on the 

examination of two specific diagnoses: pneumonia and myocarditis. These diagnoses were 

chosen for the research as they were specified by a physician and are indicative of health issues 

affecting the respiratory and cardiovascular systems, respectively. 

For this process and the stages of data preparation and modeling, we employed the Python 

programming language [60], utilizing the JupyterLab [61] environment along with various 

Python libraries. Notably, the Pandas [62] library was utilized in this phase. 

Figure 4.2 depicts the data relationship model diagram of the selected tables and views, and 

Table 4.1 provides a brief description of each table and view. 

 

Table 4.1. Description of Selected Tables and Views 

Table/ View Description Records Variables 
Variables 

100% Null 

V_RTData Contains data for physiological variables 1 015 326 93 69 

PICISDATA Links clinical data with admissions 1 159 138 4 - 

ADMISSIONS Administrative data 1 159 139 38 11 

V_Patients Demographic data for each patient 512 761 9 - 

ADMISSIONDIAGNOSIS Diagnosis data for each admission 1 348 498 16 2 

V_DIAGNOSIS 
Diagnosis codes, descriptions and 

categories defined by the hospital 
12 6126 9 1 

Figure 4.2. Data Relationship Diagram 
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LABTESTS Laboratory tests that have taken place 8 043 764 9 - 

ANALYSIS Names of laboratory tests 1 734 7 2 

LABRESULTS Results of laboratory tests 24 836 603 17 2 

 

4.4.1 Pneumonia Dataset 

The dataset was filtered to exclusively display data from patients diagnosed with pneumonia. 

Several columns from the selected tables and views contained exclusively null values, so they 

were excluded from the initial dataset. Additionally, certain columns represented foreign keys 

to tables that were not used in this analysis, while others were auto populated with their 

respective names or with default values. As a result, the initial dataset did not encompass every 

column, but was composed of 1 045 616 rows and 47 columns. The "LABTESTS", “ANALYSIS” and 

“LABRESULTS” tables have not been incorporated in this stage of the data mining as they require 

a separate filtering process to include only the relevant tests. Table 4.2 presents an examination 

of the data descriptions, original table or view, data types and examples in the initial dataset's 

columns. 

Table 4.2. Pneumonia Dataset 

Variable Description 
Original 

Table/ View 
Data Type Data Example 

Null 

Values 

RTDataDBOID 
Unique numerical key 

to identify the RTData 
V_RTData Float64 6.381089e+19 0 

RTDATADBOID2 
Unique text key to 

identify the RTData 
V_RTData Object 

638108928004112

00553 
0 

Started 
Time the physiologic 

variable data was read 
V_RTData Datetime64 

23/02/2021 

08:00:00 
0 

Validated 

Indicates whether the 

physiologic variable has 

been validated 

V_RTData Object F 0 

UpdateTime 
Date/time the variable 

was modified 
V_RTData Datetime64 

23/02/2021 

08:00:00 
0 

PICISDATADBOI

D 

Unique numerical key 

to identify the picis 

data record 

V_RTData Float64 5.581083e+19 0 

PICISDATADBOI

D2 

Unique text key to 

identify the picis data 

record 

V_RTData Object 
558108264749860

00000 
0 

CREATIONDATE 
Date/time the record 

was created 
V_RTData Object 

2021-02-23 

08:00:00 
0 

Temperatura - 

Registo Manual 

Temperature (manual 

registration) 
V_RTData Float64 36.0 1033707 

Respiration 

Rate from pCO 
Respiration Rate V_RTData Float64 14.0 1045285 
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ST Segment 

Lead V4 

Leads on an 

electrocardiogram used 

to evaluate the ST 

segment 

V_RTData Object 0 1043018 

ST Segment 

Lead V3 
V_RTData Object 0 1043018 

ST Segment 

Lead AVF 
V_RTData Object 0,2300 463326 

ST Segment 

Lead AVR 
V_RTData Object -0,280 463326 

ST Segment 

Lead AVL 
V_RTData Object 0,0299 463326 

ST Segment 

Lead III 
V_RTData Object 0,0799 455559 

ST Segment 

Lead V2 
V_RTData Object 0,1000 1016023 

ST Segment 

Lead V1 
V_RTData Object -0,100 1042415 

Mean Arterial 

Pressure    2 

Mean Arterial Pressure    

2 
V_RTData Float64 47.0 1044562 

Diastolic 

Pressure (Art.) 

2 

Diastolic Pressure (Art.) 

2 
V_RTData Float64 41.0 1044562 

Systolic 

Pressure (Art.)  

2 

Systolic Pressure (Art.)  

2 
V_RTData Float64 57.0 1044562 

Pulso Pulse V_RTData Float64 112.0 123936 

Pulse Rate BP 

Tracing 
Pulse Rate V_RTData Float64 80.0 1040059 

Frequência 

Cardíaca 
Heart Rate V_RTData Float64 113.0 17227 

ADMISSIONDB

OID 

Unique identifier for 

the admission data 
ADMISSIONS Float64 4.718044e+18 0 

HOSPITALSTAR

TED 

Date/time when the 

patient is admitted to 

the hospital 

ADMISSIONS 
Datetim

e64 
28/09/2020 15:16 387083 

STARTED 
Starting date/time of 

Picis admission 
ADMISSIONS Object 27/06/2011 12:21 0 

ENDED 
Ending date/time of 

Picis admission 
ADMISSIONS Object 09/11/2010 17:31 1282 

PREADMISSION 
Starting date/time of 

Picis pre-admission 
ADMISSIONS 

Datetim

e64 
28/09/2020 15:18 375559 

WEIGHT 
Patient’s weight ADMISSIONS Float64 70.00 3695 

HEIGHT 
Patient’s height ADMISSIONS Float64 170.0 270569 

ISDELETED 

Determines whether 

the entry is logically 

deleted 

ADMISSIONS Object T 0 

ADMITFACILITY 

Facility in which the 

patient is admitted 
ADMISSIONS Object CHLN 0 

HOSPITALENDE

D 

Date/time when the 

patient is discharged 

from the hospital 

ADMISSIONS 
Datetim

e64 
20/10/2018 17:00 1045616 
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PATIENTDBOID 
Unique internal 

identifier for a patient 
V_Patients Object 1.795208e+18 0 

BIRTHDATE Patient’s birthdate V_Patients 
Datetim

e64 
15/11/1999 00:00 0 

Age Patient’s age V_Patients Float64 23.5072 0 

Age_Group Patient’s age group V_Patients Object Jovem Adulto 0 

BloodGroup Patient’s blood group V_Patients Object A+ 0 

Sex Patient’s sex V_Patients Object Feminino 0 

Ethnicity Patient ethnicity V_Patients Object Caucasiano 0 

EthnicityGroup 
Patient ethnic group 

name 
V_Patients Object Caucasiano 593976 

MaritalStatus Patient’s marital status V_Patients Object Solteiro 0 

ADMDIAGDATE Diagnosis date 
ADMISSIONDIA

GNOSIS 

Datetim

e64 
2021-11-12 00:04:12 0 

DIAGID 
Unique identifier for a 

diagnosis 
V_DIAGNOSIS Float64 7.000000e+18 0 

DIAGDESC Diagnosis description V_DIAGNOSIS Object 
Pneumonia 

Nosocomial 
0 

DIAGCODE Diagnosis code V_DIAGNOSIS Object 502 0 

 

4.4.2 Myocarditis Dataset 

This dataset shares the same variables as the previous one, with the distinction that it has been 

filtered to present data from patients diagnosed with myocarditis and has a significantly lower 

number of records (21 793). 

 

4.5. Data Preparation 

Following the completion of the data understanding stage, several issues affecting the data 

quality were identified. These issues primarily revolve around the high quantity of missing 

values, the presence of outliers and wrong data types. During this phase, the focus was on 

addressing these problems and carrying out the necessary activities to improve the data quality. 

Additionally, this phase involved creating new variables derived from existing ones, which 

provided further insights and enhance the analysis process. 

For this process and the subsequent stage of the data mining, the following libraries were 

utilized: Pandas [62], NumPy [63], Matplotlib [64] and Seaborn [65]. 
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4.5.1 Pneumonia Dataset 

Table 4.3 provides an overview of the issues identified in the variables. Additionally, this table 

includes information about the variable selection, the reasoning behind, and the data cleaning 

processes done. 

Table 4.3. Problems Identified, Variable Selection and Data Cleaning Procedures Applied 

Variable 
Problems 

Identified 
Exclude? Reason Data Cleaning 

RTDataDBOID - Yes 
Unnecessary identifier 

code 
- 

RTDATADBOID2 - Yes 
Unnecessary identifier 

code 
- 

Started 

5 Outliers 

(“2242-03-16 

12:56:32”) 

Yes 
Similar meaning to 

“CREATIONDATE” 
- 

Validated - Yes Has only 1 value (F) - 

UpdateTime - Yes 
Similar meaning to 

“CREATIONDATE” 
- 

PICISDATADBOID - Yes 
Unnecessary identifier 

code 
- 

PICISDATADBOID

2 
- Yes 

Unnecessary identifier 

code 
- 

CREATIONDATE Wrong data type No 
Identifies the date the 

record was created 
Converted to Datetime64 

Temperatura - 

Registo Manual 

1033707 Missing 

values 
No 

Identifies the patient’s 

temperature 
Filled missing values with 

the patient’s previous/ 

next value Respiration Rate 

from pCO 

998295 Missing 

values 
No 

Identifies the patient’s 

respiration rate 

ST Segment Lead 

V4 

1043018 Missing 

values 

Non-numeric 

data type 

No 

Relevant to the analysis 
Deleted missing values 

Converted to float64 

ST Segment Lead 

V3 
No 

ST Segment Lead 

AVF 463326 Missing 

values 

Non-numeric 

data type 

No 

ST Segment Lead 

AVR 
No 

ST Segment Lead 

AVL 
No 

ST Segment Lead 

III 

455559 Missing 

values 

Non-numeric 

data type 

No 

ST Segment Lead 

V2 

1016023 Missing 

values 

Non-numeric 

data type 

No 

ST Segment Lead 

V1 

1042415 Missing 

values 

Non-numeric 

data type 

No 

Mean Arterial 

Pressure    2 

1044562 Missing 

values 
No 

Identifies the patient’s 

blood pressure 
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Diastolic Pressure 

(Art.) 2 
No 

Filled missing values with 

the patient’s previous/ 

next value 

Systolic Pressure 

(Art.)  2 
No 

Filled missing values with 

the patient’s previous/ 

next value or reference 

value “70” Pulso 
123936 Missing 

values 
No 

Identifies the patient’s 

pulse 

Pulse Rate BP 

Tracing 

1040059 Missing 

values 
Yes Not relevant to the analysis - 

Frequência 

Cardíaca 

17227 Missing 

values 
No 

Identifies the patient’s 

heart rate 

Filled missing values with 

the patient’s previous/ 

next value or reference 

value “70” 

ADMISSIONDBOI

D 
- Yes 

Unnecessary identifier 

code 
- 

HOSPITALSTARTE

D 
- Yes 

Not relevant to the analysis 

- 

STARTED - Yes - 

ENDED 
1282 Missing 

values 
Yes - 

PREADMISSION - Yes - 

WEIGHT 
3695 Missing 

values 
No 

Identifies the patient’s 

weight 
Filled missing values with 

the patient’s previous/ 

next value HEIGHT 
270569 Missing 

values 
No 

Identifies the patient’s 

height 

ISDELETED - Yes 

Not relevant to the analysis 

- 

ADMITFACILITY - Yes - 

HOSPITALENDED 
1045616 Missing 

values 
Yes - 

PATIENTDBOID - No Necessary identifier code - 

BIRTHDATE - Yes Unnecessary - 

Age - No Identifies the patient’s age - 

Age_Group - No 
Identifies the patient’s age 

group 
- 

BloodGroup - No 
Identifies the patient’s 

blood group 
- 

Sex - No Identifies the patient’s sex - 

Ethnicity - No 
Identifies the patient’s 

ethnicity 
- 

EthnicityGroup 
593976 Missing 

values 
Yes Similar to “Ethnicity” - 

MaritalStatus 
Repeated 

categories 
Yes Not relevant to the analysis - 

ADMDIAGDATE Wrong data type No 
Identifies the diagnosis 

date 
Converted to Datetime64 

DIAGID - Yes 
Unnecessary identifier 

code 
- 

DIAGDESC - No Identifies the diagnosis - 
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DIAGCODE - Yes Unnecessary code - 

 

After the data cleaning processes mentioned in the table above were performed, some missing 

values remained. These missing values were replaced with 0, as they represent the absence of 

registered values. The decision to not utilize the mean or median for replacing these missing 

values was made because doing so would have had a significant impact on the results.  

As part of the data preparation process, some variable names and values were modified or 

translated to enhance clarity and understanding. Examples of these changes include 

transforming "Frequência Cardíaca" to "Heart Rate" and “Temperatura - Registo Manual” to 

“Temperature”. 

To enrich the dataset, new variables were derived from the pre-existing variables. From 

“Creation Date”, the “Season”, “Length of Stay” and “Previously Admitted” variables were 

created. By applying specific conditions provided by a physician to the "ST Segment Lead" 

variables, which involve comparing ST values with the previous value, the "Anomaly" variables 

were determined [66]. These variables indicate whether there are any significant deviations or 

abnormalities in the ST segment values. Additionally, relevant laboratory test results and dates 

from “LABTESTS”, “LABRESULTS”, “ANALYSIS” were added as suggested by a physician. These 

tests encompass Troponin, NT-proBnP, C-Reactive Protein (CRP), Sodium, Potassium, 

Hemoglobin, and Blood Oxygen (SpO2). Table 4.4 depicts what these new variables represent 

and their relevance to the analysis. 

Table 4.4. New Variables 

Variable 
Null 

Values 
Description Relevance 

Season 

- 

Season of the Year Seasonal patterns 

Length of Stay Duration of hospitalization for each patient 

Assess disease severity 

and treatment 

response 

Previously Admitted 
Whether the patient has been previously 

hospitalized with Pneumonia 

Determine if the 

pneumonia is recurrent 

Anomaly 1 
Represents a ST elevation in ST Segment 

Lead 
Pneumonia can lead to 

complications affecting 

the cardiovascular 

system 

Anomaly 2 
Represents a ST depression in all ST Segment 

Lead variables 

Anomaly 3 
Represents a ST elevation in ST Segment 

Lead V2 and V3 

Anomaly Whether an anomaly 1, 2 or 3 happened 

TROPONIN 1045447 Patient’s troponin values 
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Upon the creation of the laboratory results variables, it was observed that a significant number 

of missing values were present in these variables. This high proportion of missing values 

rendered these variables unusable for further analysis or interpretation. The following variables 

were kept: "PATIENTDBOID", "CREATIONDATE", "Temperature", "Respiration Rate from pCO", 

"ST Segment Lead V4", "ST Segment Lead V3", "ST Segment Lead AVF", "ST Segment Lead AVR", 

"ST Segment Lead AVL", "ST Segment Lead III", "ST Segment Lead V2", "ST Segment Lead V1", 

"Mean Arterial Pressure 2", "Diastolic Pressure (Art.) 2", "Systolic Pressure (Art.) 2", "Pulse", 

"Heart Rate", "WEIGHT", "HEIGHT", "Age", "Age Group", "Blood Group", "Sex", "Ethnicity", 

"Season", "Length of Stay", "Previously Admitted", "Anomaly 1", "Anomaly 2", "Anomaly 3", 

"Anomaly", "ADMDIAGDATE", "DIAGDESC". 

Another issue that was identified is that a patient could have multiple pneumonia diagnoses 

simultaneously. This resulted in duplicated and repeated records when merging the tables. To 

address this, a modification was made to the "DIAGDESC" variable. For instance, cases where a 

patient had two identical records, one with "DIAGDESC" as " PNEUMONIAS BACTERIANAS NCOP" 

and the other as "Pneumonia nosocomial", were consolidated into a single record with 

"PNEUMONIAS BACTERIANAS NCOP + Pneumonia nosocomial" as the updated "DIAGDESC" 

value.  

DATE_TROPONIN Date/time the troponin test was done 

Set of relevant 

laboratory tests 

provided by a physician 

NT-PROBNP 
1045597 

Patient’s NT-proBnP values 

DATE_NT-PROBNP Date/time the NT-proBnP test was done 

CRP 
1045208 

Patient’s CRP values 

DATE_CRP Date/time the CRP test was done 

SODIUM 
1045329 

Patient’s sodium values 

DATE_SODIUM Date/time the sodium test was done 

POTASSIUM 
1045340 

Patient’s potassium values 

DATE_POTASSIUM Date/time the potassium test was done 

SPO2 
1045630 

Patient’s blood oxygen values 

DATE_SPO2 Date/time the blood oxygen test was done 

HEMOGLOBIN 
1045637 

Patient’s hemoglobin values 

DATE_HEMOGLOBIN Date/time the hemoglobin test was done 
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Following the data preparation procedures, the dataset underwent a reduction of 21.6%, 

leading to the removal of 225 625 records. As a result, the dataset now consists of 819 991 

records and 33 variables. 

Figure 4.3 depicts the distribution of records and patients by year. Notably, there is a greater 

concentration of patients in 2020, with a lower number in 2021. This observation can be 

attributed to the fact that the pneumonia dataset covers the period from 2018 to November 

2021, with one month missing in 2021. However, it is also possible that this decrease is impacted 

by various factors such as the implementation of Covid-19 restrictive measures, including social 

lockdowns and wearing masks.  

Figure 4.4 displays the distribution of patients based on age group and sex. As anticipated, the 

most affected age groups are “Child” and “Senior”, as they typically have a relatively weaker 

immune system compared to other age groups. Furthermore, it is evident that the male gender 

accounts for a larger proportion of diagnosed pneumonia cases. 

Figure 4.3. Patient and Record Distribution by Year 

Figure 4.4. Total Patient Number by Age Group and Sex 
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Within the dataset, there are a total of 70 distinct variations of pneumonia, including different 

possible combinations. As depicted in Figure 4.5, the most diagnosed condition is “Pneumonia 

ou Pneumonite”, followed by “Pneumonias Bacterianas NCOP” and “Pneumonia Nosocomial”. 

Regarding the length of stay, it is observed in Figure 4.6 that patients were more likely to have 

a hospitalization period of less than a week. 

In terms of seasonal patterns, there is a peak of occurrences during the winter months, as seen 

in Figure 4.7. This can be attributed to various factors such as increased indoor crowding, closer 

contact with others, and environmental circumstances that facilitate the transmission of 

respiratory diseases.  

Figure 4.5. Top 10 Pneumonia Diagnosis 

Figure 4.6. Top 10 Length of Stay 
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From Figure 4.8, the distribution of anomalies can be observed across different months and over 

the years. Significant concentrations can be observed in April 2019 and June 2018. In 2021, there 

is a lower number of anomalies, which corresponds to the previously mentioned decrease in 

pneumonia patients during that year. 

 

Table 4.5 provides a breakdown of the Anomaly count by diagnosis. "Pneumonia nosocomial" 

has a higher likelihood of resulting in an anomaly compared to the other diagnoses. 

Table 4.5. Anomaly Count by Diagnosis 

Pneumonia Anomaly Count 

Pneumonia nosocomial 49 159 

PNEUMONIAS BACTERIANAS NCOP 38 651 

PNEUMONIA DEVIDA A KLEBSIELLA PNEUMONIAE 28 404 

PNEUMONIAS BACTERIANAS NCOP + Pneumonia nosocomial 18 428 

PNEUMONIA DEVIDA A PSEUDOMONAS 13 160 

PNEUMONIA DEVIDA A BACTERIAS ESPECIFICADAS NCOP 9 830 

Figure 4.7. Patient Distribution by Season 

Figure 4.8. Anomaly Distribution by Month 



38 
 

PNEUMONIA DEVIDA A ESTAFILOCOCOS AUREUS RESISTENTE A METICILINA + 
PNEUMONIAS BACTERIANAS NCOP 

8 940 

PNEUMONIA BACTERIANA NAO ESPECIFICADA + PNEUMONIA DEVIDA A KLEBSIELLA 
PNEUMONIAE 

7 467 

PNEUMONIA DEVIDA A PSEUDOMONAS + Pneumonia nosocomial 4 103 

PNEUMONIA DEVIDA A HEMOPHILUS INFLUENZAE 2 204 

PNEUMONIA DEVIDA A SARS 1 927 

PNEUMONIA DEVIDA A ESCHERICHIA COLI E. COLI 1 888 

PNEUMONIA DEVIDA A HEMOPHILUS INFLUENZAE + Pneumonia nosocomial 1 845 

Pneumonia comunidade 1 084 

Pneumonia C klebsiella pneumoniae + Pneumonia viral, SOE 935 

Pneumonia associada a ventilador + Pneumonia nosocomial 891 

PNEUMONIA DEVIDA A HEMOPHILUS INFLUENZAE + PNEUMONIA DEVIDA A 
STAPHYLOCOCCUS AUREUS 

765 

Abcesso pulmão c/pneumonia 536 

PNEUMONIA DEVIDA A ESTAFILOCOCOS AUREUS RESISTENTE A METICILINA 509 

PNEUMONIA DEVIDA A STREPTOCOCCUS + PNEUMONIA DEVIDA A STREPTOCOCCUS DO 
GRUPO B 

300 

Pneumonia ou Pneumonite 118 

Pneumonia pneumococica 93 

Pneumonia deviva a coronavírusassoc/ ao sars 80 

Pneumococcus + Pneumonia ou Pneumonite 68 

PNEUMONIA DEVIDA A STAPHYLOCOCCUS + Pneumonia nosocomial 63 

PNEUMONIA DEVIDA A STREPTOCOCCUS + Pneumonia aspiracao + Pneumonia comunidade 10 

 

Two patients, each from different age groups but with the same length of stay, were selected to 

visualize their heart rate throughout their hospitalization period. The first patient, who is 78 

years old, weighs 60 Kg, and has been diagnosed with “Pneumonia devida a pseudomonas + 

Pneumonia nosocomial”, was hospitalized for 10 days in 2018. The second patient, who is 1 year 

old, weighs 3.7 Kg, and has been diagnosed with “Pneumonia ou Pneumonite”, was hospitalized 

for 10 days in 2021. 

Figure 4.9. Heart Rate Comparison from Patient 1 (“Senior”) and Patient 2 (“Child”) 
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As observed in Figure 4.9, “Patient 1” exhibits a heart rate range of 40 to 120 beats per 

minute (bpm). In contrast, for "Patient 2," the heart rate range extends from approximately 120 

to 180 bpm, exhibiting larger oscillations compared to “Patient 1”. 

 

4.5.2 Myocarditis Dataset 

Except for the specific issue of duplicate diagnoses observed exclusively in the pneumonia 

dataset and the fact that variables like "Temperature", "Respiration Rate from pCO", "ST 

Segment Lead V4", "ST Segment Lead V3", "ST Segment Lead V1", "Mean Arterial Pressure 2", 

"Diastolic Pressure (Art.) 2", "Systolic Pressure (Art.) 2" and “ANOMALY 3” were excluded from 

the analysis due to a significant number of missing values, the same data treatment procedures 

were applied to the myocarditis dataset. Variables derived from laboratory results also had a 

very limited number of values, becoming unfeasible for further analysis.  

Following the data preparation procedures, the dataset underwent a reduction of 0.86%, 

leading to the removal of 189 records. As a result, the dataset now consists of 21604 records 

and 33 variables. 

As depicted in Figure 4.10, during 2018 and 2019 there was a maximum number of four 

patients. This low patient count can be attributed to the rarity of the condition being studied. 

The higher volume of records in 2019 can be attributed to a specific patient who had a longer 

length of stay, 32 days, during that year.  

Unlike pneumonia, there are no “Senior” patients in this case. The distribution of patient 

numbers is nearly equal across both sexes (Figure 4.11). 

Figure 4.10. Patient and Record Distribution by Year 
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Out of the patients in this dataset, only one individual exhibited anomalies associated to ST 

changes. This particular patient is a 60-year-old male and also holds the distinction of having the 

longest length of stay among all the patients in the dataset previously mentioned (32 days). 

During the patient's hospitalization, there was a noticeable change in the heart rate and SpO2 

levels between the dates "2019-08-05" and "2019-08-09", as depicted in Figure 4.12. 

Specifically, there was a sudden decrease in heart rate and an increase in SpO2 levels during this 

time period, as well as a decrease in the occurrence of anomalies. 

Figure 4.11. Total Patient Number by Age Group and Sex 

Figure 4.12. Patient with the Longest Length of Stay 
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4.6. Data Modeling 

In this stage of the data mining, two clustering models were applied in each dataset to cluster 

the data into distinct groups based on their similarity. Among the algorithms initially tested, 

which included K-Means [67], Density-Based Clustering of Applications with Noise (DBSCAN) 

[68], Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) [69] 

and Agglomerative Nesting (AGNES) [70], the DBSCAN and Agglomerative models were selected 

and retained for further modelling. These are algorithms that have been employed by other 

authors for clustering in the healthcare field, as evidenced in [71]–[80]. 

K-Means clustering was initially considered based on the state of the art findings. 

Nonetheless, it was discarded due to its requirement of choosing an appropriate number of 

clusters in advance and its sensitivity to outliers. The DBSCAN model was chosen due to its 

suitability for density-based problems. Unlike other models, the DBSCAN model does not require 

the specification of number of clusters and is capable of handling clusters of arbitrary shapes 

within spatial databases, while accounting for noise [81]. HDBSCAN was also considered as a 

potential clustering model, given it is an extension of DBSCAN. However, due to its tendency to 

produce a large number of clusters, which did not provide valuable insights for the analysis, it 

was ultimately rejected. The AGNES model was also chosen for the analysis. AGNES is a 

hierarchical clustering algorithm that constructs a hierarchy of clusters based on a similarity 

measure. One of the advantages of AGNES, similarly to DBSCAN, is that it does not require the 

number of clusters to be predetermined [81].  

Given that DBSCAN is highly sensitive to its hyperparameters, the Clusteval Python package 

[82] was utilized to optimize the Epsilon parameter and determine the appropriate number of 

clusters. The same package was employed with the AGNES model to determine the optimal 

number of clusters based on the silhouette score. The silhouette analysis was employed as an 

evaluation technique in this study because the data used for clustering was unlabeled. For that 

reason, it was not possible to employ extrinsic evaluation methods such as homogeneity score 

or completeness score, which rely on the availability of ground truth labels [83]. The silhouette 

analysis measures the quality of clustering by assessing how well each observation is grouped 

within its assigned cluster and estimating the average distance between clusters [81]. 

To preprocess the data, the “get_dummies” [84] method was applied to the categorical 

variables. Additionally, feature selection was performed using a correlation matrix, the data was 

normalized with “MinMaxScaler” [85] and the t-Distributed Stochastic Neighbor Embedding [86] 

was employed to reduce the data dimensionality.  
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After establishing the clustering models and obtaining the results, the cluster values were 

added to the dataset that had not undergone preprocessing. 

4.6.1 Pneumonia Clustering Model 

Due to memory limitations on the utilized available server, the data used corresponded to a 

12.5% sample of the original pneumonia dataset. Following the feature selection process, the 

variables 'Temperature', 'Respiration Rate from pCO', 'ST Segment Lead AVF', 'ST Segment Lead 

AVR', 'ST Segment Lead AVL', 'ST Segment Lead III', 'Mean Arterial Pressure 2', 'Diastolic Pressure 

(Art.) 2', 'Systolic Pressure (Art.) 2', 'Pulse', 'Heart Rate', 'WEIGHT', 'HEIGHT', 'Age', 'Sex', 'Season', 

'Length of Stay', 'Previously Admitted', were selected. 

The initial model developed using the DBSCAN algorithm resulted in a single cluster and a 

silhouette score of -0.235. A negative silhouette score might mean that the observations were 

assigned to the wrong cluster [81]. For that reason, the analysis of the resulting cluster is not 

presented here. 

The second model was created with the AGNES algorithm, resulted in 3 clusters, visible in 

Figure 4.13. The silhouette score obtained was 0.290, which is closer to 1 than the previous 

model, indicating that there is a higher degree of separation between the clusters and cohesion 

within the clusters [81]. However, the score remains relatively low, suggesting that the clusters 

may not provide significant insights. 

As depicted in Figure 4.14, Cluster 2 presents the highest number of patients. The distribution 

of "Age" and "Temperature" exhibits similarity across the clusters. The central tendencies also 

demonstrate similarity among the clusters. Additionally, it is observed that "Male" prevails as 

the predominant sex across the clusters. Cluster 1 has 10 748 anomalies, the highest value of 

the 3 clusters. 

Figure 4.13. Pneumonia Clusters Identified by AGNES 
Clustering Model  
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4.6.2 Clustering Model - Myocarditis 

Following the feature selection process, the variables selected were 'Heart Rate', 'Age', 'ST 

Segment Lead AVF', 'ST Segment Lead AVR', 'ST Segment Lead AVL', 'ST Segment Lead III', 'Pulse', 

'WEIGHT', 'HEIGHT’, ‘Sex', 'Season', 'Length of Stay'. The first model, implemented using the 

DBSCAN algorithm, did not identify any clusters. However, the second model, built using the 

AGNES algorithm, successfully detected eight clusters, as illustrated in Figure 4.15. The 

silhouette score for this model was 0.311. 

Out of the eight clusters identified, four of them predominantly comprise female patients. In 

terms of age distribution, the first three clusters and the last cluster are characterized by a 

younger demographic. 

Figure 4.14. Pneumonia Clusters’ Variables Distribution 

Figure 4.15. Myocarditis Clusters Identified by AGNES 
Clustering Model 
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4.6.3 Clustering Model - Pneumonia and Myocarditis 

After multiple iterations of the previous models failed to achieve the desired results, an 

alternative approach was implemented. A selection process was conducted, choosing ten 

patients from each diagnosis, and ensuring a reasonably balanced distribution of records. 

Consequently, the dataset included 38521 records. The features selected were 'Heart Rate', 

'Age', 'DIAGDESC', 'Pulse’, 'WEIGHT', 'HEIGHT’, ‘Sex', 'Season', 'Length of Stay'. 

Figure 4.16. Myocarditis Clusters’ Variables Distribution 

Figure 4.17. Pneumonia and Myocarditis Clusters Identified by 
AGNES Clustering Model 
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The first model, which employed the DBSCAN algorithm, did not find any cluster. On the 

other hand, AGNES found three clusters with a silhouette score of 0.327, visible in Figure 4.17. 

As displayed in Figure 4.18, there are notable observations regarding the identified clusters. 

Cluster 0 and Cluster 2 predominantly consist of individuals from a younger demographic. 

Consequently, these clusters exhibit a comparatively greater prevalence of higher "Heart Rate" 

values. Regarding weight, the Cluster 1 demonstrates a higher proportion of individuals 

weighing over 60 Kg. Both Cluster 0 and Cluster 2 are primarily composed of female patients. 

Cluster 1 displays a larger quantity of anomalies and exhibits a higher proportion of myocarditis 

patients, suggesting a potential correlation between the two.  

Figure 4.18. Myocarditis and Pneumonia Clusters’ Variables Distribution 
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CHAPTER 5 

Evaluation 

5.1. Introduction 

This chapter includes an evaluation of both artifacts. As mentioned in the “Methodologies” 

section of this dissertation, the first artifact was evaluated according to hierarchical evaluation 

criteria for information systems artifacts proposed by Prat et al [87]. The evaluation of the 

second artifact, on the other hand, was conducted during a meeting with a physician. 

 

5.2. Artifact 1 

To perform the evaluation of the first artifact, the hierarchical evaluation criteria for information 

systems artifacts proposed by Prat et al. [87] was chosen, Figure 5.1. The evaluation of the 

second artifact was carried out according to the “Evaluation” phase of the CRISP-DM. The Data 

Collection, Monitoring and Health Alarm were selected as the capabilities to be evaluated, as 

presented in Table 5.1. 

The assessment of the AIMHealth app was carried out by two physicians working at the 

Cardiology Service of Hospital de Santa Maria. These physicians were familiar with the app and 

had integrated it into their daily routine for data collection purposes. Over the period from 

November 2021 to July 2023, a total of 96 records were collected. These physicians were asked 

to evaluate using the ISO 15504 four-level NPLF scale [88], as illustrated in Table 5.2, in response 

to the provided questions outlined in Table 5.3. 
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Figure 5.1. Information System Artifact Evaluation Criteria Hierarchy and Selected Criteria 
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Table 5.1. Capabilities, Dimensions, Criteria and Objective Statements used in the DSRM Evaluation 

 

Table 5.2. ISO 15504 Four-Level NPLF Scale 

Not Achieved (NA) [0-15%] 

Partially Achieved 

(PA) 
]15-50%] 

Largely Achieved (LA) ]50-85%] 

Fully Achieved (FA) ]85-100%] 

  

Capability Dimension Criteria Objective Statement 

Data 

Collection, 

Monitoring

, Health 

Alarm 

Goal 

Goal Attainment - 

Validity 

Data collection through the app is 

clinically valid 

Generality 
The app is easily applied to other 

clinical departments 

Environment 

People - Ease of 

Use 

Easy to navigate through the app's 

features and functionalities 

Organization - 

Alignment with 

Business 

Can successfully collect health data 

and monitor patient’s health 

conditions 

Structure 

Simplicity 

The app’s visual design is aesthetically 

appealing, and the information is well 

organized on the screens 

Understandability 

The menu options, icons and buttons 

are clear indicators of the app’s 

functionalities 

Consistency 
The app maintains a consistent visual 

design 

Activity 

Consistency 
The app is able to recognize, diagnose 

and recover from errors or issues 

Performance 
The app's features and functions have 

a good performance 

Evolution 

Robustness 

The app is robust in response to 

changes in the data collection 

environment 

Adaptability 
The app quickly adapts to the user’s 

needs 



50 
 

Table 5.3. App Evaluation Criteria, Questions, Objective Statements and Results 

Criteria Question Objective Statement Expert 

#1 

Expert 

#2 

Goal 

Attainment - 

Validity 

On a scale of NA to FA, 

how clinically valid was the 

data collection through the 

app? 

Data collection 

through the app is 

clinically valid 

FA LA 

Generality 

On a scale of NA to FA, 

how easy would it be to 

apply the app to other 

clinical departments? 

The app is easily 

applied to other 

clinical departments 

LA PA 

People - Ease of 

Use 

On a scale of NA to FA, 

how easy was to navigate 

through the app's features 

and functionalities? 

Easy to navigate 

through the app's 

features and 

functionalities 

FA FA 

Organization – 

Alignment with 

Business 

On a scale of NA to FA, did 

you find the app helpful in 

collecting health data and 

monitoring patient’s 

health conditions? 

Can successfully 

collect health data 

and monitor patient’s 

health conditions 

LA FA 

Simplicity 

On a scale of NA to FA, did 

you find the app’s visual 

design aesthetically 

appealing, and information 

well organized on the 

screens? 

The app’s visual 

design is aesthetically 

appealing, and the 

information is well 

organized on the 

screens 

FA FA 

Understandabili

ty 

On a scale of NA to FA, 

define how menu options, 

icons and buttons are clear 

indicators of the app’s 

functionalities? 

The menu options, 

icons and buttons are 

clear indicators of the 

app’s functionalities 

FA FA 

Consistency 

(Structure) 

On a scale of NA to FA, did 

you find the overall app’s 

visual design consistent 

throughout the app? 

The app maintains a 

consistent visual 

design 

FA LA 

Consistency 

(Activity) 

On a scale of NA to FA, 

during the use of the app 

did you find the app able 

to recognize, diagnose and 

recover from errors or 

issues? 

The app is able to 

recognize, diagnose 

and recover from 

errors or issues 

LA FA 

Performance 

On a scale of NA to FA, 

were all the app's features 

and functions working as 

expected? 

The app's features 

and functions have a 

good performance 

LA FA 
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Robustness 

On a scale of NA to FA, 

how robust is the app in 

response to changes in the 

data collection 

environment? Is the app 

robust when changing 

from online to offline 

mode? 

The app is robust in 

response to changes 

in the data collection 

environment 

FA FA 

Adaptability 

On a scale of NA to FA, 

how fast has been the app 

to adapt to the user’s 

needs? 

The app quickly 

adapts to the user’s 

needs 

FA FA 

 

5.3. Artifact 2 

In addition to the statistical assessment involving variable distribution within each cluster 

(sections 4.6.1, 4.6.2 and 4.6.3), meetings with a physician were conducted. These aimed to gain 

a deeper comprehension of the inherent cluster characteristics and to assess the potential 

insights offered by the models. 

Between May 25th and July 17th, 2023, weekly meetings were conducted with a physician 

who is affiliated with the Cardiology Service of Hospital de Santa Maria. During these meetings, 

the data mining process was reviewed and fine-tuned based on the feedback provided by the 

physician. After employing various clustering algorithms and consulting with the physician, it 

was decided that the results obtained did not provide significant insights into health patterns. 

This outcome could be attributed to the lack of distinct characteristics and data points that 

differentiate patients from one another. 

Despite the results obtained, it is visible that the models utilizing data from myocarditis and 

data from both myocarditis and pneumonia patients achieved higher silhouette scores. 
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CHAPTER 6 

Conclusions 

 

6.1. Discussion and Conclusions 

This dissertation focused on the development of the AIMHealth app, an AI-based mHealth 

application. The primary objective of this app is monitoring patients with various health 

conditions and providing predictive capabilities for forecasting disease worsening or 

decompensation. The research questions that guided this dissertation were: 

 

• How can we optimize the user experience of the AIMHealth mHealth app to ensure ease 

of use and increased patient engagement during disease monitoring? 

• Can we identify meaningful patterns in health data using data mining techniques and 

machine learning algorithms, within the context of the AIMHealth app's objectives? 

 

With these research questions guiding the dissertation, two distinct artifacts were created: 

"Artifact 1 - AIMHealth App for Data Collection" and "Artifact 2 - Data Mining for the AIMHealth 

App", each designed to address one of these research questions comprehensively. 

Regarding the first artifact, a series of actions were executed to enhance the user 

experience of the AIMHealth app, using a user-centered design approach. Firstly, the UX 

research was conducted with 5 end-users as proposed by UX expert Jakob Nielsen [89], which 

involved collecting user insights and feedback to better understand the user’s needs. With this 

information, a user persona was created, this persona represents the typical user which helped 

tailoring the app’s design and features. After that, functional and non-functional requirements, 

and the user flow, were defined for the app, which led to the development of the low and high-

fidelity prototypes. These helped to visualize the app’s interface and functionalities. Lastly, 

based on the research and the prototypes, especially the high-fidelity prototype, the final 

improvements were made to the app's user interface, that was put into production in the 

Cardiology Service of the Hospital Santa Maria. Overall, the first artifact was well received by the 

2 experts (medical doctor), following a user evaluation that adopted the ISO 15504 four-level 

NPLF scale, that are using the app in their clinical practice and routines. 

The second artifact was based on the second research question, and through data 

visualization, discernible patterns were identified in the pneumonia dataset. We could observe 

what age groups were more commonly affected by pneumonia, the variation of patient influx in 
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terms of seasonal analysis, as well as the correlation between heart rate and age group, among 

others. As for the myocarditis dataset, due to the considerably lower patient number, not a lot 

of significant insights were extracted. 

The results of the clustering model performed on the dataset that combined both 

myocarditis and pneumonia diagnoses demonstrated a better performance in terms of 

detecting distinct clusters and achieving a higher silhouette score. The models derived from the 

pneumonia and myocarditis datasets did not attain good clustering results, possibly due to 

insufficient distinguishing features within the data. In summary, the second artifact did not 

deliver favorable results, and the overall evaluation was inconclusive. 

In conclusion, throughout this dissertation, a multidisciplinary approach was adopted, 

including user centered UX design, app development, data mining, and machine learning. Even 

though the second artifact did not gather significant insights from the data mining process, it 

lays a foundation for future research. 

 

6.2. Research Limitations 

The dissertation encountered several limitations, primarily associated with the availability and 

nature of the data. Firstly, the data collected from the app was not accessible at the time of the 

study, which led to the utilization of EHRs instead. The EHR data presented a high volume of 

variables and values, however, a substantial portion of them had missing values. The presence 

of these missing values and overall data quality issues limited the accuracy of the analysis. 

 

6.3. Contributions 

Through this dissertation, one contribution to the scientific community was made with a 

conference paper in Innovations in Bio-Inspired Computing and Applications regarding the 

AIMHealth app named ‘AI-Based mHealth App for Covid-19 or Cardiac Diseases Diagnosis and 

Prognosis’ [48]. 

 

6.4. Future Work 

In the future, iterative improvements to the interface based on user feedback, attained by 

testing the high-fidelity prototype and/or the app in production with a sample of five end-users 

could be pursued. Expanding this work to include other diseases, as well as extending the time 

and incorporating a more comprehensive data from the available HSM dataset, could be a 

valuable direction to pursue. Additionally, exploring alternative machine learning models 
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beyond those used could be an opportunity to compare and assess their effectiveness in 

addressing the research objectives.  

With further refinement, the models developed in this dissertation, not yet integrated into 

the AIMHealth app due to their unsatisfactory performance, could be considered for future 

integration into the app, from the UX perspective, following the insights gathered in the user 

requirements stage. 
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