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“We must attempt to figure out the significance of what we have seen, making

assumptions about what it all means. This problem is called inference.”

Schank (Al Magazine, 1987)
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ABSTRACT

For a long time, social psychologists focused on understanding how perceivers interpret
other people’s behavior. One central question has been the identification of the
conditions under which perceivers infer personality traits of others. Recent studies (e.g.,
Winter & Uleman, 1984) suggested that the inference of a trait about an actor from his
behavior is a spontaneous process, with characteristics of automaticity. In the present
thesis, evidence is presented in favor of a more flexible view of the spontaneous trait
inference (STI) process. First, we tested whether STIs are weaker when traits are not so
easily inferable from behaviors (Experiment 1). Second, in two sets of experiments we
examined whether STIs are guided by coherence requirements. In the first set, we
explored whether both STI and spontaneous situational inferences are influenced by the
social category of the actor (Experiments 2, 3, and 4). In the second set, we analyzed
whether STIs are influenced by the previous presentation of behavioral information
about the same actor (Experiments 5 and 6). Finally, the nature of the STI process was
further explored by examining whether previous STIs are deliberatively used is
subsequent tasks (Experiment 7) and by analyzing how previous STIs influence the
processing of congruent and incongruent information (Experiment 8). Results, in
general, support a flexible view of the STI process. The implications of our work for the
debate about the automaticity of the STI process, and for the analysis of the cognitive

mechanisms underlying STIs are discussed.

Key Words: spontaneous trait inferences; flexibility; social perception; text

comprehension
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RESUMO

Desde ha muito que os psicologos sociais se preocupam em compreender 0s processos
envolvidos na interpretacdo comportamental. Uma questao central ¢ tentar identificar as
condicdes em que os percipientes inferem tracos de personalidade acerca dos outros
actores socias. Estudos recentes (e.g., Winter & Uleman, 1984) sugerem que inferir um
tragco acerca de um actor, a partir do seu comportamento, ¢ um processo espontaneo,
com caracteristicas de automaticidade. Na presente proposta, sdo apresentados
resultados que favorecem uma visdo mais flexivel do processo de inferéncias
espontaneas de trago (IET). Primeiro, testou-se em que medida as IET sdo menos
provaveis quando os comportamentos nao sdo tdo implicativos de traco (Experiéncia 1).
Segundo, em dois conjuntos de experiéncias, examinou-se em que medida as IET sdo
modeladas por requisitos de coeréncia. No primeiro conjunto, explorou-se a influéncia
da categoria social do alvo na ocorréncia de IET e de inferéncias espontaneas
situacionais (Experiéncias 2, 3, e 4). No segundo conjunto, analizou-se o efeito da
apresentacdo de informacdo comportamental prévia acerca do actor na magnitude das
IET (Experiéncias 5 e 6). Por ultimo, explorou-se a natureza das IET. Na Experiéncia
7, verificou-se em que medida IET prévias sdo usadas deliberadamente em tarefas
subsequentes. Na Experiéncia 8 analisou-se a influéncia das IET no processamento
subsequente de informagdo consistente ou inconsistente. Os resultados, em geral,
favorecem uma visdo flexivel das IET. Serdo debtidas as implicagdes dos resultados
para o debate acerca da automaticidade das IET, assim como para a analise dos

processos subjacentes as [ET.

Palavras-Chave: inferéncias espontaneas de traco; flexibilidade; percep¢ao

social; compreensdo de texto
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GENERAL INTRODUCTION







A couple of days before starting to write the first lines of my dissertation I went
to the Lisbon Gulbenkian Park with a friend. We seated ourselves on the grass and
started to talk about the last events in our lives. My friend complained that her boss
always asks her to work extra hours. Now she could finally take some days off to do
what her children prefer the most — go to her house in the south, near the beach. While
we were talking [ noticed a woman seated in a yoga position with her eyes closed.
Nearby a couple was lying down on the grass. He was reading the newspaper, while she
was reading a Dostoyevsky book. Close by, I observed a young man juggling balls and
a girl dressed all in white walking with her dog. After a while chatting, my friend and I
went to a bar to eat something. When we were paying my friend insisted to pay the bill.
After a while, the park guard, using what seemed to me an unnecessary harsh voice,
warned us that the park was closing and that we should leave immediately.

Just in a couple of hours, what do you think I have learned about the different
people I received information from? What have I learned about the young men, the park
guard, the woman seated in the yoga position, the girl with the dog, the couple reading,
my friend, my friend’s children, and her boss? How have I processed and interpreted the
different pieces of behavioral information about each one of these individuals? Or, in
other words, what have these pieces of information told me about who these people are?

As this example illustrates, the amount of information about others we are
exposed to, even in very brief periods of time is impressive. Every day, we
communicate and interact with dozens of people, and each one of them performs
innumerable actions that reflect their intentions, internal mental states, and personalities.
Most of these behaviors are not neutral in meaning. Quite the opposite, each one of
them encloses a potential of meaning that can be penetrated by anyone who happens to
be observing them.

In addition, as inveterate social animals that we are, nothing captures our
attention more than other people. Even if we were on the most wonderful island in the
world, contemplating the most amazing sunset, if a person shows up in the scenery, our
attention will automatically abandon the sunset and focus on the person. Probably, this
capacity to catch our attention reflects how important it is to anticipate other’s

intentions (e.g., Fiske, Cuddy, & Glick, 2007)



Interactions with other people are numerous, and other people may catch our
attention more that anything else, but more important than all, understanding others is
crucial to our sense of adaptation. Comprehending the stable causes of behavior allows
us to have a sense of control over reality. It allows us to predict how people will behave
in the future, and to adjust our own behavior according to those predictions. Also, it
gives us the power of influencing others’ actions, by trying to interfere with the causes
of their behavior.

Ultimately, all our social life, including our ability to maintain a happy wedding,
educate our children, establish friendship relations, and also the capacity to get work,
money, and power are dependent on our ability to understand others in an accurate
manner. It’s not surprising that cognitive therapy is based on a model that gives a
predominant role to the replacement of maladaptive attributions (e.g., Beck, 1995;
Brewin, 1986; Massad & Hulsey, 2006; Stratton, 2003; Bradbury & Fincham, 1990;
Peterson et al., 1982; Peterson & Seligman, 1984).

Given the large amount of social information that we have to deal with every
day, and since the understanding of others is the basis of adapted interpersonal relations,
it would make sense that our mind had been shaped by evolution to be sensitive to
interpret other people’s minds, based on the external signs they send.

Understanding these mechanisms has been one of the main topics of research in
the social psychology. According to the most influential authors in the area (Asch,
1952; Heider, 1958), the clarification of the mechanisms underlying the processing and
interpretation of other people’s behavior would be the key to understanding social life,
including our perceptions, judgments, and behaviors towards others.

One of the important questions studied in social psychology is specifically
concerned with the understanding of the processes by which perceivers go from the
observation of behaviors to inferences about the actor’s stable personality traits.
Initially, researchers’ approach was guided by the assumption that, upon the observation
of a behavior, perceivers engage in an attributional analysis in order to examine the
conditions and situational constraints surrounding the behavior occurrence. This
analysis would provide a basis for perceivers to determine the validity of inferring a

trait disposition about the actor. Thus, trait dispositional inferences were viewed as a



relatively late processing stage, conditional upon the analysis of the causal locus of
behavior (Heider, 1958; Jones & McGillis, 1976; Kelley, 1967).

However, subsequent formulations suggested that the search of the causal locus
of the behavior is not a precondition for dispositional trait inferences to occur.
According with this view, dispositional trait inferences can take place without
consideration of causal relations (e.g., Hamilton, 1998; Krull, 2001; Smith & Miller,
1983; Winter & Uleman, 1984), and attributional analysis (i.e., exploring the causes of
behavior) can also take place independently of making trait dispositional inferences
(Krull, 2001; Hamilton, 1998; Hastie, 1984; Jeronimo, 2007). Thus, attributional
analysis and dispositional inferences were better conceptualized as distinct mental
processes. While attributional processes typically involve systematic and deliberative
thinking, dispositional inferences more often occur in a less deliberative way, free from
causal considerations.

Despite the invaluable contributions of the initial attribution researchers (Heider,
1958; Jones & Davis, 1965; Jones & McGillis, 1976; Kelley, 1967), and regardless of
the fact that posterior attributional models tried to incorporate a less rational picture of
the social perceiver (Gilbert, Pelham, & Krull, 1988; Quattrone, 1982; Trope, 1986), the
study of the trait dispositional inference process could be carried out independently of
the examination of deliberative (even if faulty) attributional processes. In addition, the
typical utilization of overt instructions was probably not suitable to fully capture the
nature of the dispositional inference process.

With the development of implicit methods of research (e.g., Jacoby & Dallas,
1981; Jacoby, 1983a; 1983b; Warrington & Weiskrantz, 1968, 1970, 1974) and with the
concomitant explosion of studies interested in discovering the powers of the
unconscious (for relevant examples see Bargh & Chartrand, 1999; Dijksterhuis & Van
Knippenberg, 1998), soon researchers in this domain tried to understand whether
perceivers could infer trait dispositions of actors from their behaviors, without intention
Or awareness.

In line with this reasoning, a new program of research, initiated with Winter and
Uleman (1984), provided evidence that inferring personality traits of actors from their
behaviors is a spontaneous process, since it occurs even when people have no explicit

intention to interpret other’s behavior. The spontaneity notion had such a strong impact



that studies conducted within this domain are referred to as the spontaneous trait
inferences literature (for reviews see Uleman, 1999; Uleman, Newman, & Moskowitz,
1996; Uleman, Saribay, & Gonzalez, 2008).

Subsequent research has been highly focused on testing whether or not the
process fulfills all the automaticity criteria (Lupfer, Clark, & Hutcherson, 1990;
Moskowitz & Roman, 1992; Newman & Uleman, 1990; Todorov & Uleman, 2003).
Certainly, this route of research is appealing, since it can provide controversial findings.
Proving the automaticity of the trait inference process would suggest that the initial
stages of social perception are relatively outside of our control.

The goal of the present dissertation is to argue for a more flexible view of the
spontaneous trait inference (STI) process. We base our work on a review of different
literatures (attribution, spontaneous trait inference, and text comprehension literatures)
that together give us a clear picture of how the process of STIs has been studied, and
provide crucial inputs in order for us to sustain a flexible view of the process.

The dissertation is organized in the following manner. We first present the
theoretical background of the studies (PART 1); then we describe the empirical
experiments that were conducted in order to test the flexibility hypothesis about the STI
process (PART 2); and finally, we finish with a general discussion, in which we
consider the implications of our findings, we point out potential limitations in our
studies, and we explore new ideas for future research (PART 3).

In the first chapter of the theoretical review (CHAPTER 1) we focus on the
attribution literature. The main goal of this chapter is to demonstrate how the
dispositional inference process was initially studied, as a stage within the attribution
process. We start the chapter by describing the classic contributions of Heider (1958),
Jones and Davis (1965) and Kelley (1967). The initial attributional models represented
the perceiver as a rational agent, who would search for the causal locus of the behavior
before making a dispositional inference about the actor. We continue the chapter
presenting the most well known attributional bias, the fundamental attribution error
(Ross, 1977), which is the tendency to overestimate the role of dispositional over
situational constraints in behavior explanation. Here, we highlight the distinction
between the fundamental attribution error (Ross, 1977) and the correspondence bias

(Jones & Harris, 1967). After that, we pass to the description of subsequent attributional



models, developed with the intent of portraying a less rational and potentially biased
social perceiver: the anchoring and adjustment two stage model (Quattrone, 1982); the
identification-inference model (Trope, 1986); and the three-stage model (Gilbert, Krull,
& Pelham, 1988; Gilbert, et al., 1988). We then summarize a set of studies (e.g., Krull,
1993; Krull & Erickson, 1995; Quattrone, 1982) that brought into question the
generality of the fundamental attribution error, suggesting that social perceivers can be
either dispositional or situational biased, depending on the circumstances. After that, we
specify the conditions that tend to instigate attributional thinking (e.g., Hastie, 1984;
Kanazawa, 1992; Lau & Russell, 1980). We close the chapter by presenting both
theoretical and empirical arguments for the view of dispositional inferences and causal
attributions as distinct cognitive processes.

In the second chapter (CHAPTER 2) we review and discuss the spontaneous
trait inference literature. This literature represents a fundamental change in the way
dispositional trait inferences were viewed. Within this framework, dispositional trait
inferences are conceived as occurring every time a behavior is comprehended,
independently of the perceiver intention or awareness. This chapter describes the
evolution of the spontaneous trait inference research and outlines, specifically, how the
literature has been focused on testing the automaticity of the process. We begin the
chapter by presenting the first empirical findings, provided by Winter and Uleman
(1984), which indicated that the trait inference process could be a spontaneous process
(i.e., non-intentional and unconscious). We then describe the different main paradigms
that have been used to explore the spontaneity of the trait inference process: the cued
recall (e.g., Winter & Uleman, 1984); the recognition probe (e.g., McKoon & Ratcliff,
1986; Uleman, Hon, Roman & Moskowitz, 1996); the savings in relearning (e.g.,
Carlston & Skowronski, 1994; Carlston et al., 1995); and the false recognition (Todorov
& Uleman, 2002; 2003) paradigms. After that, we explore whether the process of
spontaneous trait inferences fits the different criteria for automaticity. Specifically, we
present studies that test whether the process is non-intentional (e.g., Winter & Uleman,
1984); unconscious (Winter & Uleman, 1984; Todorov & Uleman, 2002); efficient
(Lupfer et al., 1990; Uleman, Newman, & Winter, 1992; Winter, Uleman, & Cunniff,
1985; Todorov & Uleman, 2003), and controllable (Uleman et al., 1996; Uleman &
Blader, 2001; see Uleman, Blader, & Todorov, 2005). We then analyze the ambiguities



that have surrounded the definition of automaticity, and we describe how most cognitive
processes cannot be described as completely automatic (e.g., Bargh, 1989, 1994). We
continue the chapter by considering the spontaneous trait transference effect
(Skowronski, Carlston, Mae, & Crawford, 1998; Carlston & Skowronski, 2005), which
represents the surprising fact that perceivers spontaneously infer a trait of an actor, even
when the actor is merely describing a behavior of a third person. This effect has
important implications to the discussion about the mechanisms underlying STIs (e.g.,
Crawford, Skowronski, Stiff, & Scherer, 2007). We then briefly summarize the other
types of spontaneous inferences reported in the literature (e.g., Ham & Vonk, 2003;
Gernsbacher, Goldsmith, & Robertson, 1992; Hassin, Aarts, & Fergunson, 2005), given
that trait inferences are not the only type of inferences that occur spontaneously. We
close the chapter by citing the fundamental debates that are still open in the spontaneous
trait inference literature. These debates concern (a) whether the paradigms used in the
literature can prove that the trait inference occurs during encoding (e.g., Corbett &
Dosher, 1978; McKoon & Ratcliff, 1981, 1986, 1992; Wyer & Srull, 1989), (b) if the
trait inference that is said to occur describes the actor or is a summary for the behavior
(Bassili, 1989a, 1989b; Claeys, 1990; Higgins & Bargh, 1987; Newman & Uleman,
1993; Park, 1989; Uleman et al., 1993; Whitney, Davis, & Waring, 1994), and (c)
whether the process underlying the effects reported in the literature is an inference or an
association (Brown & Bassili, 2002; Carlston et al., 2005; Carlston et al., 2007; Carlston
et al., 2008; Todorov & Uleman, 2004; Uleman, 1999).

In order to clarify the previous controversies, as well as the debate about the
automaticity of the trait inference process, it is important to examine the vast literature
that investigates the types of inferences that occur during text comprehension. In the
third chapter (CHAPTER 3), we focus in the inferences that occur during text
comprehension. The main goal of this chapter is to specify how the inferential process
generation has been modeled and to present data that explore the types of inferences
that are said to occur online during reading. Initially, we present a problem of
simulating artificial systems of comprehension: the “explosion of inferences” problem
(Rieger, 1975; Schank, 1975). After that, we describe the role of Scripts in making
available knowledge-based expectations and in avoiding the explosion of inferences

problem (e.g., Schank & Abelson, 1977; Sharkey, 1986). Then, we consider the



hypothesis that readers construct Situation Models that guide inference generation
(Johnson-Laird, 1983; van Dijk & Kintsch, 1983; Zwaan & Radvanski, 1998). After
that, we describe two different perspectives about inference generation: the
constructionist theory (Graesser, Singer, & Trabasso, 1994) and the minimalist
approach (Mckoon & Ratcliff, 1992). According to the constructionist theory,
inferences are made in order to achieve a coherent and meaningful representation of
what is being processed. In opposition, the minimalist approach states that the
occurrence of inferences is restricted to inferences that are easily available in memory
and to those that are needed for text local coherence. Based on the minimalist
framework, we propose three principles underlying STIs occurrence.

In a last chapter (CHAPTER 5), we describe our proposal in detail. We start by
outlining how the existing literature is consistent with a flexible view of the STI
process. A crucial argument in favor of this view is the recent finding that STIs can be
inhibited when an incongruent stereotype is associated with the actor of the behavior
(Wigboldus, Dijksterhuis, & van Knippenberg, 2003). After that, we specify the three
principles proposed to underlie STI occurrence: (1) STIs are more likely when easily
available, (2) STIs work in line with local coherence requirements; and (3) STIs vary in
a continuum of strength. Finally, we explain how the three proposed principles are
addressed in our studies.

In the second part of the dissertation (Part II), the flexibility of the spontaneous
trait inference process is empirically tested. Three different lines of studies were
developed in order to test each one of the proposed principles. First, the principle
according to which STIs are more likely when easily available was examined in
Experiment 1 (SECTION I). We used the recognition probe paradigm (McKoon &
Ratcliff, 1986; Uleman et al., 1996) with ambiguous behaviors (i.e., behaviors that
imply simultaneously two personality traits). The typical use of behaviors that clearly
imply a trait may have contributed to an overestimation of the automaticity of the
process. We predicted that STIs would be less likely to occur when the ambiguous
behavior is presented with a neutral category, than when the same behavior is presented
with a social category that favors one of the trait interpretations of the behavior.

Second, we examined whether STIs occurrence is modeled by local coherence

requirements. According with this principle, STI are facilitated when they increase the



local coherence of the text and are inhibited when they provoke text local incoherencies.
This principle was explored in two different sets of experiments (SECTION II). On one
hand, we tested whether the occurrence of both spontaneous trait inferences and
spontaneous situational inferences (SSIs) is influenced by the social category that is
ascribed to the actor of the behavior (Experiments 2-4). According with the local
coherence principle we expected that when the category-label is inconsistent with the
behavior, spontaneous trait inferences from the behavior would be less likely to occur,
compared with a condition in which the same behavior is presented with a consistent
category-label. In contrast, we expected that spontaneous situational inferences would
be more likely to occur when the category-label is inconsistent than when it is
consistent with the behavior (Experiment 2). In Experiment 3, we tested whether the
presentation order of the dispositional and situational components of the sentences
would influence the occurrence of both types of spontaneous inferences. Other goal of
Experiment 3 was to try to rule out any explanation of the previous results (Experiment
2) based on mere category activation effects. Finally, in Experiment 4 we used
sentences that were equally likely of eliciting a spontaneous situational inference and a
spontaneous situational inference, in order to test whether the magnitude of both
spontaneous inferences is dependent on the behaviors that are being processed.

The local coherence principle was tested in another set of experiments
(Experiments 5 and 6). If STIs are cognitively malleable, and if they work in line with
coherence requirements, then their occurrence should be lower every time the trait
inference is disruptive to the process of comprehension. Accordingly, spontaneous trait
inference magnitude should not only be influenced by well learned stereotypes (e.g.,
Wigboldus et al., 2003) but also by previous behaviors of the same actor. In Experiment
5 we tested this idea by using a new paradigm that combines features of the traditional
impression formation paradigm with features of the cued recall paradigm (Winter &
Uleman, 1984). In this paradigm, participants were presented with pairs of behaviors
and later were asked to recall the second behavior of each pair. During recall, either the
first behavior of each pair, or the traits implied by the second behaviors, were provided
as cues. Our hypothesis was that when a behavior is preceded by a congruent behavior
during encoding, STIs from that behavior will be stronger, in comparison with a

condition in which the same behavior is preceded by an incongruent behavior. Since
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STIs are expected to be stronger after the presentation of a congruent behavior, we
predicted that trait-cues would facilitate recall in congruent-pair conditions. In contrast,
STIs should be weaker when the behavior is preceded by an incongruent behavior.
However, we predict that in this case the second behavior is more likely to be compared
with the previous received information. As a result, first-behaviors would become more
associated with fist behaviors. Because of that, first-behaviors cues should be more
efficient for recall in incongruent-pair conditions. In Experiment 5, we tried to prove the
on-line nature of the previous findings by applying the probe recognition paradigm
(e.g., McKoon & Ratcliff, 1986) with pairs of behaviors.

Third, the two final experiments were conducted in order to test the principle
that STIs vary in a continuum of strength (SECTION III). In line with this principle,
stronger inferences are characterized by the possibility of being deliberatively accessed
in posterior moments, and by acting as expectations about the future behavior of the
actor. In Experiments 7 and 8 intentional and spontaneous inferences were compared in
relation to these two characteristics. Experiment 7 explored whether STIs may be
deliberatively accessed in posterior tasks. Participants were presented with 24 sentences
illustrative of 4 different personality traits, under memory or impression formation
instructions. They were then asked to recall the behaviors, either with the traits implied
by the behaviors as cues, or without cues. Both the number of behaviors and the level of
trait-clustering were recorded. Since under impression formation conditions participants
tend to have access to previous inferred traits (Ferreira, Garcia-Marques, Ramos,
Hamilton, & Jerénimo, in press; Hamilton, Katz, & Leirer, 1980), we predicted that
trait-cues would make no difference under impression formation conditions. In contrast,
because memory participants fail to monitor trait inferences that occur during encoding,
they probably are not able to spontaneously use the inferred traits as retrieval cues,
unless the cues are explicitly provided. Thus, we predict that trait cues will tend to lead
to better recall and greater trait clustering than no cues condition, but only in the
memory condition. Experiment 8 tested whether a spontaneous trait inference is
mentally represented as a dispositional characteristic of the actor. If that is the case, this
mental representation should work as an expectation about the actor and therefore it
should guide subsequent processing of information. We applied the false recognition

probe paradigm typically used in the literature (Todorov & Uleman, 2002) and added a
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reading time measure. We wanted to explore whether the trait inferences that are made
when participants read trait-implying sentences influence the time taken to read
subsequent congruent and incongruent behaviors. If the trait inferred is perceived as a
characteristic of the actor, subsequent inconsistent behaviors should be more difficult to
process, and this should result in longer reading times for inconsistent behaviors
(Experiment 8).

Results from this set of experimental studies favor a more flexible view of the
spontaneous trait inference process. Such a view makes sense from an adaptation
perspective, since the mind would not be forced to constantly make trait inferences
about the personalities of others, even under circumstances where those inferences turn
out to be inadequate or irrelevant. In the General Discussion (PART 3), we summarize
our main findings and discuss potential limitations of our studies. We also examine the
implications of our findings to the main debates in the STI field, and suggest future

venues for research.

Our Approach

When we write a dissertation about “inference processes”, we are faced with the
fact that people can give different meanings and connotations to the concept of
“inference”. Different academics have approached the inference concept in different
ways. Logicians and philosophers study the inference process by exploring the rules of
valid inferences (e.g., Braine, 1978; Quine, 1970), statisticians develop formal models
of inferences, as for example the Bayes Theorem (Bernardo & Smith, 1994), and
researchers on artificial intelligence are concerned with developing automatic inference
systems (Russell & Norvig, 2003).

We differentiate ourselves from these approaches because we are concerned
with the actual rules that people use when making inferences, and not with prescriptive
models of reasoning. Influences from other domains are certainly useful, but only in the
sense that they could help us pursuing this goal. Another difference is that we are
specifically interested in studying the inference processes that people use when
interacting with other people, and the consequences that those inferences have for social

perception.
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Within this psychological framework, we follow a social cognitive approach.
The socio-cognitive perspective is a tradition of research within social psychology that
emerged in the 1970s (Fiske & Taylor, 1991; Hamilton, 2005; Higgins, 2000; Kunda,
1999). Social cognition makes use of metaphors and techniques from cognitive
psychology (see Eysenck & Keane, 2005), and its main goal is to provide precise
descriptions of the mental representations and processes underlying social judgment and
behavior. Although the development of social cognition was influenced by cognitive
psychology, the findings from social cognition provide unique insights into the nature of
fundamental cognitive processes that would remain uncovered if not explored under
social meaningful conditions (e.g., Wyer & Srull, 1994).

The central idea of this approach is that in order to explain a psychological
phenomenon we need to specify the mental operations that are in its origin. We embrace
this mentalist view (Sperry, 1993). The social perceiver is an active processor of
information that constructs perception (Bruner, 1957; Halberstadt & Niedenthal, 2001),
elaborates the information that is stored in memory (Craik & Tulving, 1975), and
retrieves the stored information in more heuristic or systematic ways (e.g., Chaiken &
Trope, 1999; Garcia-Marques & Hamilton, 1996). Thus, there is no isomorphic relation
between the external reality and the way that reality is constructed in our mind. The
mind has is own rules in order to deal with the external environment, and it is according
to these rules that behavior is driven (Kelley, 1967). Thus, if we want to understand the
social perceiver we have to understand the way our mental architecture encodes,
processes, stores, and retrieves information.

In the present work, we apply a socio-cognitive perspective in order to analyze

the cognitive processes underlying the processing and interpretation of social behavior.
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The initial study of dispositional trait inferences was integrated within the study
of attributional processes. Because dispositional inferences were at first studied as part
of attributional analysis, a consideration of this literature is crucial for introducing and
critically evaluating our own program of research. In the present chapter, our aim is not
to exhaustively describe this literature but to providing a summary of the main
theoretical perspectives and empirical findings. This will give us an idea of how trait
inferences were initially approached by social psychologists researchers.

We start the chapter by introducing the focus of attributional research:
explaining how people explain others’ behaviors. Then, we describe the view of the
classic attributional authors (Heider, 1958; Jones & Davis, 1965; Jones & McGillis,
1974; Kelley, 1967)), according to which dispositional trait inferences occur only after a
careful analysis of the causes of the behavior. We then look into the Fundamental
Attribution Error (Ross, 1977) and to the Correspondence bias (Jones & Harris, 1967,
Gilbert & Malone, 1995). Both these terms have been generally used to refer to the
tendency to overestimate the personal determinants of behavior. Despite the distinction
proposed by Hamilton (1998), according to which the fundamental attributional error is
a bias that occurs as part of attributional analysis, and the correspondence bias is an
error that reflects the tendency to make trait inferences from behaviors, both terms have
been used interchangeably. As a consequence, the same evidence is usually presented to
support the occurrence of both errors. Later in the text, we describe the attribution
models of Quattrone (1982), Trope (1986), and Gilbert et al. (1988). These models
already conceive the possibility that trait inferences occur before attributional processes,
as well as their automatic occurrence (especially the model of Gilbert, see Gilbert et al.,
1988). However, studies continue to make use of overt instructions, which turned
difficult a clear examination of the proposed mechanisms. We continue the chapter by
briefly considering the conditions that tend to instigate attributional causal processes.
As we will see, factors that increase causal reasoning (for example, unexpected events)
do not necessarily increase trait inference dispositions. This is line with the view that
both processes are distinct. We finish the chapter by delineating the arguments in favor
of the differentiation between attributional causal processes and dispositional
inferences. The emergence of the spontaneous trait inference literature is easily

comprehended in light of these arguments.
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1.1. The problem of other Minds

The question of how we are able to understand the meaning of other people’s
behavior, without having access to their internal mental states, is a classic philosophical
problem (Wittgenstein, 1953). The psychological distance that exists between any two
people is well captured by the subjective feeling that “no one can really understand me”
that probably everyone already has had.

The more extremist philosophical approach to this problem is represented by the
solipsism “the problem of other minds”, which expresses, in a general way, the
difficulty of proving the existence and nature of other people’s minds, based on physical
evidence (Ames, 2005, Farah, 2008; Minar, 1998).

However, we do explain and try to understand the reasons for other people’s
behaviors, and we do it all the time. Despite the impossibility of getting inside other
people’s heads, we use our own mind to find explanations for why they act as they do.
As Proust (1930) states, we could ultimately say that “Man is the creature...that knows
his fellows only in himself”. Inside our mind we search the meaning of other’s
behaviors.

Imagine that a given person X observes a person Y performing a behavior. There
is no guarantee that what Y wanted to show with the behavior will be accurately
captured by X. Person X can, however, based on general knowledge stored in memory
as well as on specific previous knowledge that he may have about Y, try to explain the
causes and reasons of the behavior. The way X interprets the behavior of Y will
determine how Y will be perceived and evaluated, and will also influence the way X
will behave toward Y in the future. For example, if someone fails in an academic exam
it will make a big difference whether we explain the failure by laziness, low intellectual
abilities, or due to the extreme difficulty of the exam. The causes that we attribute to the
behavior are crucial in the way we perceive the person.

Clarifying the mechanisms that we use when trying to explain other people’s
behavior has been the focus of attribution literature (for reviews see Harvey & Weary,
1984; Kelley & Michela; 1980; Malle, 2004; Hewstone, 1989). Heider (1944, 1958)
was one of the first authors that explored the mechanisms underlying attributional

reasoning.
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1.2. The Early Contribution of Heider

Fritz Heider (Heider, 1920, cited by Malle, 2004; Heider, 1944, 1958) is
considered the father of attribution research. His book The Psychology of Interpersonal
Relations had inspired innumerable theoretical and empirical works, and some authors
still claim that “the theoretical richness of Heider’s book has not yet been fully
explored” (Gollan & Witte, 2008, p.189).

According to Heider, because we are successful in using the attribution process
in our lives in order “to build up and support the constancy of our picture of the world”
(Heider, 1958, p.92), common sense psychology could be very useful in the
construction of a scientific theory of social behavior'. Thus, based on the analysis of
how lay people perceive and explain different behaviors in everyday relations, Heider
proposed a causal model underlying human interactions.

Heider started by making a distinction between personal causality and
impersonal causality. When an actor intentionally makes something, he talks about
personal causality. In contrast, when an actor causes something, without intention, he
refers it as impersonal causality.

Heider focused mainly in how people tend to perceive and explain actions that
are intentionally performed in order to reach a goal (i.e., personal causality). According
to Heider, two components characterize an intentional action: the motivation (“#ry”
component) and the capacity to perform the action (“can” component). Both factors are
necessary for action, but neither of them is sufficient. Specifically, we can have the
required abilities to achieve a goal, but if we have no motivation, the goal will never be
reached. In the same way, no matter how hard we try, we will not be able to perform an
action if we don’t have the required abilities.

In addition, Heider specified the constituents of “can” and “try”. According to
Heider, can “refers to a relation between the person and the environment” (Heider,
1958, p. 87). That is, the power to do something is not only dependent on personal
characteristics, but also on the properties of the environment, which can either facilitate

or prevent the action. If the required personal abilities are stronger than the opposing

! This view was in opposition to the dominant perspective, according to which theory should contradict
common-sense (Epstein, 1997; McGuire, 1997). From another viewpoint, however, common-sense
approach is not surprising since, as Kelley asserts, “it is precisely common-sense with which attribution
theory is concerned” (Kelley, 1973, p.108).
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environmental forces, then it is said that the person “can” cause the event. On the
motivational side, Heider defined the constituents of “try” as the intention to carry the
action and the exertion that is applied. These concepts refer to whether a person tries to
perform the action, and how hard she tries.

Heider’s formulations were so rich and diverse that we can find in his book cues
to almost all ideas that were explored in subsequent studies within the attribution and
trait inference domains. This may be one of the reasons why his book had the highest
number of citations in 2006 and 2007 since its publication (see Reisenzein & Rudolph,
2008). Among his numerous insights, he calls attention to the role of stereotypes in the
type of inferences that are made about the person or about the situation (“If a child, for
example, successfully bakes a cake or reads a book, we conclude that the recipe or book
was easy,” p. 90), and for the influence that previous knowledge about the actor has on
causal thinking (“if we have a very low opinion of a person’s ability then any success
will be attributed to luck”, p.91). For that reason, Heider is cited many times, also in the
present work.

Jones and Davis (1965) and Kelley (1967) were some of the authors that
explicitly extended Heider’s ideas. They developed theories more prone to empirical
tests, fulfilling the scientific aim of substituting untested generalities by “piecemeal,

detailed, and verifiable results” (Russell, 1914, p.14)

1.3. The Correspondence Inference Theory

Jones and Davis (1965; see also Jones & McGillis, 1976) proposed a theory to
explain the conditions under which a perceiver makes a correspondent dispositional
inference upon the observation of a behavior. A correspondent inference occurs when a
perceiver attributes the disposition that describes the behavior to the actor. The
disposition implied by the behavior corresponds to the one that is attributed to the
person.

According to the correspondent theory there are certain conditions that favor the
attribution of a correspondent inference. First, the more the actor is perceived to have
free choice, the more likely it is that a correspondent inference occurs. That is, if we

perceive the act as intentional, then we assume that the behavior reflects something
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about the personality of the actor. Jones saw this criterion as a “relatively self-evident
proposal” (Jones, 1979, p. 219).

Once the behavior is perceived as intentional, a second factor that influences the
attribution of a correspondent trait is whether the behavior is unexpected (i.e., whether
the action contradicts social norms, and has effects that are non-common to other
actions)”. The more a behavior disconfirms our expectancies about the target (target-
based expectancies) and about the social group of the target (category-based
expectancies) the more we assume that the behavior reveals something unique about the
actor, and the more likely is that we make a correspondent attribution (see Weisz &
Jones, 1993, for differences between target and category based expectancies).

Subsequent research had, however, provided contradictory findings in relation to
both of these assumptions. In relation to the criterion of intentionality, despite
attributions being stronger in conditions of perceived free choice, even when
participants explicitly know that the actor had no choice to perform the behavior, they
still attribute an attitude to the actor according to the behavior observed (Jones & Harris,
1967; Jones, Worchel, Goethals, & Grumet, 1971; Snyder & Jones, 1974).

Concerning the role of expectancies, some studies provided data against the
hypothesis that expectancy-inconsistent behaviors lead to stronger dispositional
inferences. First of all, it has been shown that perceivers have a set of different
strategies to disregard inconsistent information. For example, ambiguous inconsistent
information can be reinterpreted in a manner consistent with stereotypes (Kunda, 1990).
In addition, even when behaviors are interpreted as truly inconsistent, despite leading to
longer processing times (Bargh & Thein, 1985; Stern, Marrs, Millar, & Cole, 1984), and
instigating stronger attributional processing (Clary & Tesser, 1983; Hamilton, 1988;
Hastie, 1984; Pyszczynski & Greenberg, 1981), they are less likely to be coded in terms
of dispositional traits (Jerébnimo, 2007). This pattern reflects the interesting fact that
more attributional processing is not equivalent to stronger dispositional attributions.
Consistently, existing data suggest that inconsistent behaviors are more likely to be

attributed to situational factors (Crocker, Hannah, & Weber, 1983).

2 In initial formulations, Jones and Davis talk about these two principles: social undesirability and non-
common effects. However Jones and McGillis (1976) summarize these two aspects in the general
assumption that behaviors that are incongruent with expectancies are more informative about the target.
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A different line of research, however, has shown that behaviors that are
consistent with social prescriptions are seen as non-informative about the idiosyncratic
personality of the individual, and lead to weaker dispositional inferences (Ajzen, 1971;
Jones, Davis, & Gergen, 1961; Lay, Burron, & Jackson, 1973). For example, if John is
smiling, talking and drinking in a party we have no basis to infer that John is an
extroverted person, since those behaviors are normative in a party social situation. This
pattern may be taken as an indirect indication that, in relation to social norms,
inconsistent behaviors actually result in stronger dispositional inferences about the
target.

Together, this set of studies clearly indicates that expectancies have different
origins (Kassin, 1979; Miller & Turnbull, 1986). Actor-based expectations make
perceivers expect consistency of the actor’s behavior across situations, whereas
situation-based expectations lead perceivers to expect different people to behave in the
same way in specific social settings. Studies suggest that behaviors that are incongruent
with expectancies about the target lead to weaker dispositional inferences than do
congruent behaviors. In contrast, behaviors that are incongruent with social norms
probably result in stronger dispositional inferences than behaviors that are in line with
such prescriptions. A question open to empirical scrutiny concerns how these different
expectancies interact to influence the probability of inferring dispositional

characteristics.

1.4. Kelley’s Attribution approach

Harold Kelley had an unquestionable impact in the field of social perception
(Garcia-Marques & Garcia-Marques, 2003), being probably the author that developed in
more detail Heider’s ideas. Kelley (1967, 1971, 1972; see also Kelley, 1973)
distinguished between two different circumstances in which a person is faced with the
problem of finding a causal explanation. One is when the person has multiple pieces of
information about the event, and the other is when the person has information from a
single observation of the event. According to Kelley, in order to search for a causal
explanation, different strategies will be applied in these two situations. In the former
case covariation principles are applied, while in the latter case configuration

information based on causal schemata is used.
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1.4.1. Covariation

When people have multiple observations about the event, causal judgments are
assumed to be based on analyses of covariances, similar to the analysis of variance
method (ANOVA). Those analyses provide information about which effects covary
with which causes. Despite the inadequacy of the ANOVA analogy (see Garcia-
Marques, 1988; Jaspars, Hewstone, & Fincham, 1983), the level of elaboration of the
model is remarkable.

Kelley proposes that people use three types of covariation information.
Distinctiveness, whether the effect occurs only in the presence of a specific entity (high
distinctiveness) or whether the effect occurs in the presence of other entities as well
(low distinctiveness). For example, does John only laugh when he talks with Susan or
does he laugh with anyone he talks to? Consensus, whether other people respond in the
same way to the same stimulus (high consensus), or whether other people do not
respond in the same way to the same stimulus (low consensus). That is, does everyone
who talks to Susan laugh, or only John laugh when talks to Susan? And Consistency,
whether the effect occurs in the presence of the specific cause, in different moments in
time (high consistency) or whether the effect doesn’t occur in different moments in time
(high consistency); that is, does John laugh in every circumstance when he talks to
Susan, or only in some circumstances?

The analysis of the eight different patterns of covariation that result from
combining high and low instances of the three information sources determines the type
of causal explanation provided. Specifically, the pattern of the three types of
information determines whether the causal factor is the person, the entity, or the
circumstance. For example, in conditions of high distinctiveness, high consensus, and
high consistency the behavior is assumed to be caused by the entity (Kelley, 1967). That
is, if John only laughs when talks to Susan, if everyone who talks to Susan laughs, and
if he laughs in every occasion he talks to Susan, then something about Susan is probably
responsible for the behavior. In contrast, a pattern of low distinctiveness, low
consensus, and high consistency suggests a personal attribution (see McArthur, 1972).
Specifically, if John laughs with everyone he talks to, if he laughs every time he talks
with Susan, and if he is the only person who laughs when talking to Susan, then it is

something about John that causes the behavior.
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However, according to Kelley (1967), people do not take in consideration all the
different patterns of covariation, under all circumstances. In conditions in which people
lack information, time, or motivation to perform complex computations, they base their

causal judgments on Causal Schemata based-knowledge (Kelley, 1972).

1.4.2. Configuration

People have a repertoire of causal schemata about how things usually happen in
the world. Causal schemata refer to general knowledge about the relation between
different causes and effects. According to Kelley (1972), schemas derive from explicit
and implicit learning about how events are causally related in the world, and also from
the experience that perceivers have on controlling causes and effects.

These causal structures are applied not only when perceivers lack processing
resources, but also when causal channels are so clear that covariation analysis is viewed
as unnecessary. As Kelley (1972) states, causal schemata enclose simple beliefs about
the world as, for instance, the belief that a man who dresses like a woman is
homosexual. These beliefs, even if wrong, provide a quick and simple causal
explanation for the behavior. Thus, if observed events fit with the schema causal
structure, a reasonable causal inference can be made.

In addition, Kelley (1972, 1973) enunciated two causal principles based on
causal schemata that people usually apply when think about causes and effects: the
discounting principle and the augmentation principle. Discounting reflects the fact that
the role of a potential cause is reduced when other cause is likely to be true. For
example, if we wake up and observe that the streets are wet, it may be because it has
rained or because the streets have been washed. If for some reason we came to know
that streets were washed, then it is less likely we assume that it rained. This happens
regardless of the independence of the causes (for studies about the discounting
principle, see Ahn & Bailenson, 1996; Goedert & Spellman, 2005; Hansen & Hall,
1985; Morris, Smith, & Turner, 1998; Van Overwalle & Van Rooy, 2001; Van
Overwalle & Timmermans, 2005). The augmentation principle states that a facilitative
cause is perceived as stronger when the effect occurs in the presence of a perceived

inhibitory cause. For example, if someone do well on a test despite of the fact that the
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test is hard, then the person must be truly smart (for studies on this principle see Hansen
& Hall, 1985; Van Overwalle & Van Rooy, 2001).

One important question concerning Kelley’s approach is when people use
covariation or causal schemata information to make causal judgments, and how the two
types of information interact. According to Kelley, previous beliefs or schemas may
distort the detection and analysis of covariance information (Orvis, Cunningham, &
Kelley, 1975; see also Chapman & Chapman, 1969; Hamilton & Rose, 1980). However,
exactly how and when these two types of reasoning interact is not completely clear.
Notice that this problem is perpendicular to many social and cognitive models that
distinguish between an effortful and controlled mode of processing, on one hand, and a
quick processing mode with associative nature, on the other hand (Chaiken & Trope,
1999; Smith & DeCoster, 2000).

Despite advancing with the notion of causal schemata, Kelley was more often
mentioned in the literature due to his ANOVA covariation model. This model was
criticized by reflecting an excessively rational view of the human mind. Describing the
perceiver as capable of computing complex covariation probabilities was not in line
with empirical findings (e.g., Hamilton & Gifford, 1976) and with the bounded
rationality ascribed to the human mind (Simon, 1957); a mind that, due to
computational limitations, makes use of simpler rules of reasoning, or heuristics, and
biases in order to deal with an overloading external environment (Tversky &
Kahneman, 1974; Gilovich, Griffin, & Kahneman, 2002).

The rational view of the social perceiver was apparent both in the covariation
model of Kelley (1973) and in the correspondence inference theory (Jones & Davis,
1965; Jones & McGill, 1974). Both frameworks describe dispositional inferences as a
late stage within attributional process. The number of complex analyses that perceivers
have to engage in before making a dispositional inference about the actor is well

illustrated in the words of Jones and McGillis (1976):
The would-be attributor appraises the effects of the observed act and of plausible

alternative acts, considers the effects in terms of his prior expectancies of people in

general and of the actor in particular, validates the knowledge-of-effects
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assumption, and makes inferences about intentions, and ultimately more stable

dispositions. (p.417)

However, subsequent research contradicted a rational picture of the social
perceiver. Instead, perceivers’ biases and flaws started to become apparent in a number
of studies. Attributional researchers’ attention turned, then, to the analysis of a recurrent
attributional bias: the Fundamental Attribution Error (Ross, 1977) or Correspondence

Bias (Jones, 1979).

1.5. The Fundamental Attribution Error and the Correspondence bias

The idea that perceivers explain behavior by reference either to personal internal
factors or to situational external factors is a core distinction within attribution research
(see Gilbert & Malone, 1995). This dichotomy was already apparent in the work of
Heider (1958), and even in works from previous social researchers such as Lewin
(1931) and Ichheiser (1949).

Knowing whether the behavior is predominantly guided by the situation or by
internal forces is linked to the debate about the existence of free will — the central
question whether agents have the power to control their decisions and actions, or
whether their actions are mainly controlled by situational constraints. This debate is also
crucial to the question of whether the agent can be regarded as responsible for his
actions, which has strong morality consequences (Reeder, Kumar, Hesson-Mclnnis, &
Trafimow, 2002; Woolfolk, Doris, & Darley, 2006). As Gilbert and Malone (1995)
mentioned, this issue is particularly striking when we look to certain historical events,
from which the most distinctive is, undoubtedly, the holocaust tragedy. Here, more than
ever, the world asked how was that possible? How could we explain the behavior of
each person that in some way or another contributed to the occurrence of such brutality?

According to attribution research, social agents tend to perceive behaviors as
depending on personal or situational forces. As Hamilton (2005) points out, when
perceivers explain behavior by a dispositional characteristic, they have a basis to predict
that the future behavior of the actor will be consistent with the inferred disposition. On

the contrary, if perceivers explain the behavior by the situation, then little is learned
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about the actor. Drawing a dispositional or a situational attribution makes a big
difference in what is learned from the event.

Empirical studies on this issue have demonstrated that perceivers show a
dispositional bias. Perceivers tend to overestimate the role of personal factors when
explaining other’s behaviors and to underestimate the influence of situational
constraints (Ross, 1977; Gilbert & Malone, 1995). Researchers refer to this bias as the
fundamental attribution error (Ross, 1977) or correspondence bias (Jones & Harris,
1967; Gilbert & Malone, 1995).

However, these two terms, although often used as synonyms, are not
interchangeable. Both Hamilton (1998) and Krull (2001) noticed that the fundamental
attribution error refers to the overestimation of dispositional over situational causes,
whereas the correspondence bias refers to the bias to think that behaviors reflect
dispositional properties. The main difference lies in the fact that the fundamental
attribution error involves the consideration of both dispositional and situational factors,
whereas the correspondence bias is defined by a direct link between dispositions and
behaviors. Hamilton (1998) specifies the argument by saying that the fact that we tend
to infer that a specific behavior reflects a disposition (e.g., the behavior is a friendly
behavior, and so the person must be friendly) doesn’t necessary imply the consideration
of the causes of the behavior (i.e., Why did the behavior occur?). This same argument is
also mentioned by Krull (2001) when he claims that only the fundamental attribution
error involves a true causal judgment. Thus, it is theoretical soundness to conceive that
the fundamental attribution error involves causal attribution thinking, while the
correspondence bias involve dispositional trait inferences, without consideration of the
causes of the behavior. Of course, despite referring to different processes, the two errors
are probably not mutually exclusive. They can probably co-occur. Specifically, because
correspondent inferences are assumed to have a more automatic nature (e.g., Smith &
Miller, 1983), they can be the basis for causal attributional errors, when causal
reasoning is involved (see Krull, 2001)

Regardless of the distinction proposed by Hamilton (1998), both biases are
usually perceived as being intrinsically associated, and the same empirical studies were
frequently used to support the occurrence of both phenomena. The fact is that, in these

studies, it is impossible to disentangle the intervention of both types of errors.
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Therefore, when we describe this research, we will refer to the bias reflected in
participants’ responses as a general “dispositional bias”. The reason is that it is not clear
whether a “fundamental attribution error” or a correspondence bias” is involved. We’ll
come back later to the crucial discussion about the distinction between the causal
attributions and correspondence inferences. For now, we’ll review some of the evidence
that supports the existence of a general dispositional bias.

In a classic study, Jones and Harris (1967) asked participants to read an essay
that was either pro-Castro or anti-Castro. Participants were informed that essays were
written by other students, in conditions of free-choice (students were free to express
their true attitude about Fidel Castro), or in conditions of no-choice (students were
asked to write the essay defending a given position, as part of an assignment for a
course). Participants were then asked to make a judgment about the true attitude of the
writer of the essay.

Not surprisingly, when there was free choice participants rated writer’s attitudes
in line with the position advocated in the essay. The unexpected finding was that, even
when participants knew that students had no choice about which position to support,
they still attributed the attitude according to the direction of the essay. If the person was
anti-Castro in the essay, they assumed that the person was anti-Castro, and even if the
person was pro-Castro in the essay (an unexpected position within Americans)
participants assumed that they were truly pro-Castro. This pattern of results contradicts
predictions from correspondence theory concerning intentionality (Jones & Davis,
1965) and, more important, they indicate that participants overlook the importance of
situational constrains in the production of the behavior. This effect was replicated in
subsequent studies (Forgas, 1998; Gilbert & Jones, 1986; Jones, 1979, 1990; Jones &
Berglas, 1976; Jones et al., 1971; Snyder & Jones, 1974).

In another well-known study, Ross, Amabile, and Steinmetz (1977) randomly
assigned participants to the role of contestants or questioners in a quiz game. The task
of questioners was to compose questions, and then pose those questions to the
contestants, while contestants should attempt to answer the questions. Because the
questions were made up by the questioners they knew all the answers, while contestants
showed some difficulty in responding. However, both contestants (Experiment 1) and

external observers (Experiment 2) rated questioners higher on general knowledge than
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contestants. Again, participants seem to fail to consider the powerful role of the
situation; in this case by neglecting the situational constrains that gave questioners an
advantage position in the game.

It is interesting to note the impossibility of differentiating between causal
attributional and dispositional inferences processes in both these studies (Jones &
Harris, 1967; Ross et al., 1977). The dispositional bias reported in both studies can be
explained either by a “correspondence bias” or by a “fundamental attributional error”, if
we follow the distinction made by Hamilton (1998). Specifically, we don’t know
whether participants overestimated the degree to which behaviors reflected dispositional
characteristics, without engaging in causal analysis, or whether participants did consider
both situational and personal causes, but gave more weight to the personal factors.
Briefly, we it is not clear whether causal reasoning was or not involved in participants’
responses.

Another line of research has argued that this dispositional bias is stronger when
observers explain actor’s behavior than when actors explain their own behavior. Jones
and Nisbett (1971) proposed that while observers tend to explain actors behaviors
mainly in dispositional terms, actors tend to explain their own behaviors by situational
constraints. This bias has been called the actor-observer bias and some support for its
occurrence has been provided (Jones & Harris, 1967; Jones, Rock, Shaver, Goethals, &
Ward, 1968; Lay, Ziegler, Hershfield, & Miller, 1974; McArthur, 1972; Nisbett,
Caputo, Legant, & Marecek, 1973). Later research has qualified this argument by taking
into consideration the type of action. While actors tend to attribute failures to external
factors, they attribute success to internal factors. This Self Serving Bias (Miller & Ross,
1975) would have the function of preserving our self-esteem.

Despite the popularity of these ideas, subsequent research have provided
contradictory findings, putting into question the generality of both the actor-observer
bias (Knobe & Malle, 2002; Malle, 2006; Malle & Knobe, 1997; Robbins, & Spranca,
& Mendelsohn, 1996; Storms, 1973; Taylor & Fiske, 1975; Taylor, Koivumaki, 1976;
Watson, 1982) and the self serving bias (Bradley, 1978; Ender & Bohart, 1974; Miller
& Ross, 1975; Ruble, 1873; Ross & Sicoly, 1979). In general, the different patterns of

data don’t seem to be explained by a simple person-situation dichotomy (Malle, 2008).
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This program of research is fascinating, not only because it indicates that self-
attributions are often biased but also because it speaks directly to the question of
whether actors have introspective access to the causes that determine their own behavior
(Nisbett & Wilson, 1977; Wilson & Nisbett, 1978) or whether they use a priori causal
theories (Wilson & Nisbett, 1977) and their past behavior (Bem, 1965, 1967; Kiesler,
Nisbett, & Zanna, 1969) in order to conclude about the reasons of their actions.
However, in the present thesis we are specifically interested in understanding how
perceivers process and interpret the behaviors of other targets.

For that reason, we return to the most well known interpersonal bias — the
dispositional bias (Jones & Harris, 1967; Ross et al., 1977). Why do people seem to
prefer dispositional over situational factors to make sense of others actions? We will
describe some contemporary attribution models (Gilbert et al., 1988; Gilbert et al.,
1988; Quattrone, 1982; Trope, 1986) that provided useful insights into this question.

1.6. Why do people prefer dispositional attributions?

The first theoretical contribution to the clarification of the tendency to
overestimate the importance of personal factors was given by Heider (1958). Heider
noticed that the behavior “tends to engulf the total field” of the observer (Heider, 1958,
p-54). The fact that observers’ attention is focused toward the behavior may result in
neglecting the influence of the surrounding context.

However, for different reasons, this view is not totally satisfactory. First,
subjects show a dispositional bias even when the perceptual salience of the behavior
cannot explain the effect (Jones & Harris, 1967). Second, as some authors properly
questioned (Gilbert & Malone, 1995), it is not clear why the perceptual salience of the
behavior should favor dispositional factors, since it is the behavior that is salient, not
dispositions. In fact, the claim that stronger salience of the behavior should result in
stronger dispositional responses, despite initially supported (e.g., Storms, 1973), was
not confirmed in later studies (Arkin & Duval; 1975; Ellis & Holmes, 1982; McArthur
& Post; 1977; Taylor & Fiske, 1975). Third, Heider’s account lacked a clarification of
the specific underlying mechanisms and processes, which make some authors question

whether it can be considered an explanation (Gilbert, Pelham, & Krull, 2003; Jones &
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Harris, 1967). Thus, other accounts were needed in order to provide a better explanation

for the tendency to overestimate dispositional factors.

1.7. Quattrone anchoring and adjustment Model

Quattrone (1982) proposed a two stage model, based on anchoring and
adjustment principles (Tversky & Kahneman, 1974). The model assumes that people
start by making an inference in line with the initial context and then the initial inference
is adjusted by considering other possible constraints on the behavior. Since these
adjustments are usually insufficient, people tend to show an overattributional bias, in
favor of the initial inference.

Because previous experiments, and also natural settings, tend to promote initial
dispositional inferences, an insufficient correction of the inference by situational factors
is usually obtained, which results in a dispositional bias. However, Quattrone (1982)
noticed that the effect would be reversed if the initial context favors situational
causation. This prediction was confirmed in a study conducted by Quattrone (1982) that
applied the attitude-attribution paradigm (Jones & Harris, 1967). In this study, it was
shown that when participants are asked to judge the importance of situational forces,
rather than to infer the attitude of the participant, a failure to make sufficient

adjustments to the underlying dispositions is observed (Quattrone, 1982).

1.8. Trope identification-inference Model

The model proposed by Trope (1986) distinguishes between two different
processes: the identification process, and the dispositional inference process.

The identification process corresponds to a categorization of the event. In this
phase the perceiver (a) encodes the actor’s cues in terms of behavioral categories (for
example, the behavior is identified as a generous behavior), and (b) represents
situational cues in terms of situational categories (for example, the actor works in a
charitable institution). The identification depends not only on the present external cues
(bottom-up processing), but also on knowledge based-expectations about the actor, and
about the context (top-down processing) (e.g., McClelland, 1979; Morton, 1969;
Rumelhart & McClelland, 1982). Also, it is assumed that situational and actor’s cues

influence the initial identification of each other. That is, the cues provided by the actor
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influence how the situation is identified and the cues provided by the situation influence
the initial identification of the actor’s behavior. This influence is stronger the more the
cues are ambiguous. Empirical data gave support to this notion. It was shown that the
emotiveness evoked by the situation influences in a consistent manner the emotion that
is identified in a face, being this effect particularly evident with ambiguous faces
(Trope, 1986; Trope, Cohen, & Maoz, 1988).

The product of the identification phase serves as input to the dispositional
inference process. At this stage, perceivers use a subtractive rule, according to which
the probability of attributing a disposition to the actor is higher when the actor is
performing a correspondent behavior, and the behavior is inconsistent with situational
constraints. Results consistent with such predictions were also obtained, showing, for
example, that the same angry reaction is judged as less dispositional when the situation
is frightening (i.e., consistent) (Trope et al., 1988).

While the identification process was described as automatic and unconscious,
the dispositional inference process was portrayed as controlled. However, Trope (1986)
observes that the dispositional inference phase may also become automatic.

An important point concerning this theoretical account is that it favors the view
of identification and dispositional inference as distinct cognitive processes. More
important, according with this view these two processes may not match. The behavior
can be categorized as an angry behavior, but depending on the situation, an “angry”

disposition can be, or not, attributed to the target.

1.9. Gilbert three-stage Model

Gilbert’s model apparently combines aspects of both previous models, and is
probably the model more suitable to the incorporation of the fundamental attribution
error. According to the model (Gilbert et al., 1988; Gilbert et al., 1988) the social
inference process is composed by three distinct sequential processes. The first stage is
categorization of the behavior, which is assumed to be a pre-attributional process, in
which the perceiver describes the type of behavior observed. This is identical to the
identification process proposed by Trope (1986). Second, a characterization or
dispositional inference is made about the actor. And finally, the inference is corrected

by taking into consideration the influence of possible situational constrains.
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The two first operations are said to occur outside awareness and to be efficient,
while correction is viewed as a deliberative and resource demanding process. It is
suggested that characterization should be viewed as a perception-like process, whereas
correction is a higher order reasoning process

From this analysis, it follows that resource consuming activities (which are
regular in everyday life) would not interfere with the categorization and characterization
stages, but would make perceivers unable to consider the influence of the situation.
Gilbert and colleagues (Gilbert et al., 1988; Gilbert et al., 1988) provided support for
these assumptions by showing that participants under cognitive load (i.e., performing
concurrently another task) are more dispositional in their judgments than are
participants in no depletion conditions. For example, Gilbert, et al. (1988) used a
paradigm adapted from Snyder and Frankel (1976) where participants are shown a
video of a woman manifestly anxious. Participants were either told that the woman was
discussing anxious-related topics or relaxing topics. Participants in the low load
condition made an appropriate analysis of the event, rating the target more dispositional
anxious when discussing relaxing topics than when discussing anxious topics. In
opposition, participants in the high load condition rated the woman as equally
dispositionally anxious in both conditions, apparently failing to take the situation into
account.

Subsequent studies reported, however, that this pattern can be reversed (Krull,
1993; Krull & Erickson, 1995). These and other studies provided a more exact, but also
more complex, picture of the conditions under which the so called fundamental

attribution error will occur. We will consider some of these studies next.

1.10. Questioning the existence of a Fundamental Attribution Error

Despite initial evidence (Jones & Harris; 1965; Ross et al., 1977) favoring the
tendency to make internal dispositions, even under conditions in which situational
constraints are sufficient to explain actor’s behavior, later research questioned the
psychological reality of such phenomenon. One reason to question these results was

related with the particular salience of the dispositional goals.
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1.10.1. Salience of the dispositional goal

Some authors (Krull, 1993) argued that a dispositional bias is found because of
the fact that in previous studies participants had a dispositional inference goal. If the
goal was a situational one, then no dispositional bias should occur. Quattrone (1982)
was the first to provide evidence supporting this notion. Using the attitude attribution
paradigm (Jones & Harris, 1967), Quattrone demonstrated that participants explicitly
informed about the previous attitude of the author of a given essay, under essay free-
choice conditions, continue to attribute the attitude expressed to features of the
situation.

In addition, Krull and Erickson (1995), reversing the paradigm of Gilbert et al.
(1988), informed participants that the woman exhibiting anxious signs in the video was
either dispositionally anxious or calm. Participant’s task was to diagnose the anxious
tenor of the discussed topics. Results showed that busy participants, contrary to non-
busy, rated the nature of the topics without taking the dispositional information into
account (see also Krull, 1993). Thus, when participants have a situational goal,
apparently they first characterize the situation, and then fail to correct for dispositional
factors.

These results are in agreement with the notion that the sequential inference
process is not fixed (Krull, 1993), contrary to what was assumed by Gilbert (Gilbert, et
al., 1988; Gilbert et al., 1988). Instead, it seems that people infer a disposition (personal
or situational) according with experimental requirements, and in agreement with what
attracts more their attention. Then, they adjust the initial inference either for situational
or for dispositional factors. This account is in line with Quattrone's anchoring and
adjustment model (Quattrone, 1982).

Also, these studies suggest that it is not necessarily the case that participants are
inherently more dispositional than situational. A more likely explanation is that, in
general, it is harder to think about factors that are not salient in the context. In previous
studies it was more difficult to take situational factors in consideration because the
requirements of the experiment were dispositional. Subsequent studies supported this
notion, demonstrating that the dispositional bias diminishes or disappear when the

aspects of the situation are made salient (Ajzen, Dalto, & Blyth, 1979; Fein, Hilton, &
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Miller, 1990; Fleming & Darley, 1989; Wright & Wells, 1988), or when the event is
processed in a more systematic ways (Forgas, 1998; Tetlock; 1985; Webster, 1993).

Ajzen et al. (1979) proposed that the dispositional bias reported in the attitude-
attribution paradigm (Jones & Harris, 1967) is explained by the fact that ambiguous
background information about the actor is re-interpreted as consistent with the
dispositional nature of the essay. They replicated the study from Jones and Harris
(1967) using different materials. Results showed that, when no background information
is provided, there are no differences in attitude attribution in the constrained condition.
In this study, it is not clear whether results can be explained by the fact that ambiguous
profile information could no longer be biased according to the attitude reported in the
essay, or because removing background information makes situational constraints more
salient, or due to both aspects. In any case, results suggest that the fundamental
attribution error is not as pervasive as previously thought.

In a different replication of the attitude-attribution paradigm (Jones & Harris,
1967), Fleming and Darley (1989, Experiment 1) showed that when the random nature
of the assignment is made more salient, and cues suggesting behavior intentionality are
totally removed, there is no evidence for a dispositional bias under constraining
conditions. In agreement, Trope and Gaunt (2000), manipulating the salience of the
situation in different ways, showed that participants correctly take the situation into
account even in a high-load condition, as long as situational factors are salient.

Wright and Wells (1988) called attention to the arbitrariness of the situation, by
alerting participants that the information could not be enough to draw an attitude
attribution about the writer. Under these conditions, the dispositional bias decreased
drastically. In a consistent way, when experimenters raise a suspicion of ulterior
motives (e.g., suggesting that the essay was written to ingratiate an important person),
even in conditions of free choice, participants fail to attribute an attitude consistent with
the essay (Fein, 1996; Fein et al., 1990).

A different line of studies shows that the inducement of a more systematic
processing also diminishes the dispositional bias magnitude. For example, in a study
conducted by Forgas (1998) it was demonstrated that participants in good mood are
more likely to make dispositional judgments based on coerced written essays, while

participants in bad mood are less likely to make dispositional judgements. They explain
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the results by the fact that bad mood tends to lead to a more systematic processing of
information (Schwarz, 2001; Schwarz & Bless, 1991) and thus increase the likelihood
of considering the role of situational factors.

A study by Webster (1993) showed that the need for closure, defined as the need
to avoid ambiguity and to quickly reach an answer for problems (Webster &
Kruglanski, 1994), also affects the magnitude of the dispositional bias. It was
demonstrated that when the task required an attribution to the person, high need for
closure participants showed a greater dispositional bias, and low need for closure were
less dispositionally biased. When the task required a situational attribution (Experiment
3) high need for closure participants revealed higher situational bias. We can presume
that results can be, at least in part, explained by the fact that the desire to reach closure
lead individuals to avoid cognitive complexity (Webster & Kruglanski, 1994),
preventing them from processing the details of the event.

In a similar vein, Tetlock (1985) showed that when participants are made
accountable, no dispositional bias occurs. This can also be related with the fact that
under accountable conditions, information is processed more carefully, since
participants have to justify their decisions to others.

Finally, Leyens, Yzerbyt, and Corneille (1996) provided evidence supporting the
fact that the specific topics of previous essays (e.g., abortion, drugs) in general, favor
dispositional explanations. They showed that when other topics are used, different types
of explanations are preferred, and no dispositional bias occurs (see also Corneille,
Leyens, Yzerbyt, & Walther, 1999).

These studies are in line with the argument that, in previous experiments
reporting a fundamental attribution error, it is in general more difficult to take the
situation into account. When experiments are constructed in such a way that it becomes
easier to consider situational factors than dispositional factors, the effect is reversed
(Krull, 1993; Krull and Erickson, 1995; Quattrone, 1982). In addition, when the original
paradigm is used, but is designed in such a way that facilitates the consideration of the
situation (either by making the situation more salient, or by promoting a more
systematic processing of information) there is no evidence for a dispositional bias
occurrence. As Gawronski (2004) appropriately noticed, the fact that participants take

into account the situation, when it is made salient, or when they process more carefully
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the event, is inconsistent with the view that participants consider situational factors to
be irrelevant for judgments.

A different way to look into this pattern of data is suggested by Erickson and
Krull (1999). They support the view that dispositional inferences and causal attributions
should be regarded as distinct cognitive processes, and they use this distinction to
explain previous results. Specifically, they suggested that in the attitude-attribution
paradigm a dispositional inference (that can be either personal or situational, depending
on how the experiment is set up) is readily made. However, because additional
constraints on the behavior are often in the form of causal information, its consideration
requires causal attributional thinking. Once causal attribution and dispositional
inferences are supposedly guided by different principles, it might be difficult for
participants to integrate attributional and inferential information.

This reasoning is supported by a study from Johnson, Jemmott, and Pettigrew
(1984), where it was confirmed that participants can exhibit a dispositional bias, even
when they accurately take into account the constraining character of the situation. Using
the quizmaster paradigm (Ross et al., 1977), they found that participants rated the
questioner higher in general knowledge, even when they recognized that the way the
experiment is constructed make questioners look more intelligent. It seems, then, that
dispositional inferences and causal attributions operate in parallel ways, and the

information gained from one process is not adequately adjusted within the other.

1.10.2. Perceived intentionality

Other research questioned the fundamental attribution error on different grounds.
It was suggested that, given the features of the attitude attribution paradigm, making a
dispositional inference is not totally unreasonable. For instance, Fleming and Darley
(1989) hypothesized that the pattern observed by Jones and Harris (1967) was due to the
fact that participants attribute some degree of intentionality to the actors. In line with
this argument, Miller and Rorer (1982) argued that participants assumed that writers
would not have written such strong arguments, if those arguments were not in
agreement with their true attitudes.

Supporting this perspective, Miller and colleagues (Miller, Aschton, & Mishal,

1990, Experiment 1) reported that, when participants are asked to write essays in
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agreement with their true attitudes, they rate those essays as stronger, and as more likely
to evoke correspondent inferences than essays inconsistent with their true attitudes.
Notice that these participants are anticipating the dispositional bias. Accordingly, it was
found that, when easy essays are provided to observers, under constraining conditions,
the correspondence bias is reversed (Miller & Rorer, 1982; see also Gawronski, 2003).

In sum, it might be the case that observers are not committing any fundamental
error, but are using implicit theories according to which good essays are written by true
believers, while bad essays are written by actors that don’t believe in the position
advocated. If that is the case, it is debatable whether making a dispositional judgment in
this case is an error. However, Snyder and Jones’s (1974) results add ambiguity to this
debate. They asked participants to write essays and subsequently those essays were
given to new participants. These later participants were asked to rate the true attitude of
writers. Under these conditions, participants still report that the writer’s true attitude is
in agreement with the essay. So, results don’t provide a clear answer about the role of
essay difficulty in the dispositional bias occurrence.

A different study approaching the intentionality issue was conducted by Fleming
and Darley (1989, Experiment 2). They demonstrated that if the actor exhibits a facial
expression conveying disappointment (i.e., a sign that explicitly removes any perception
of intentionality) after receiving the direction of the random assignment, there is no
evidence of dispositional bias.

Given the studies that showed that the magnitude of the dispositional varies with
a great number of variables, some authors claimed (Harvey & McGlynn, 1982; Harvey,
Town, & Yarkin, 1981) that there is no basis to talk about a fundamental attribution
error (but see Reeder, 1982). If, depending on the experimental circumstances, people
may overestimate dispositional factors, or overestimate situational factors, it can be
legitimately asked whether the fundamental attribution error is a fundamental bias in
person perception. Maybe a more prudent way of describing these facts is illustrated by

Harvey and McGlynn (1982):
There are conditions (maybe many such conditions) that produce a great tendency

to attribute to dispositions. There are conditions that produce a great tendency to

attribute to situations. There are conditions that produce a great tendency to
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attribute to both dispositions and situations in some interactive fashion...There are

conditions that produce a tendency not to attribute to anything...(p. 346)

Considered in this way, the existing research raises some intriguing questions.
On one hand, we may question whether the dispositional bias observed in previous
studies was just a reflex of researchers suffering themselves from a bias, being much
more concerned with trait determinants than with situational determinants of behavior.
On the other hand, we may ask if the fact that some studies prove that people take
situational constraints into account necessarily means that outside the laboratory people
are not generally dispositional. In fact, we usually don’t have much situational
information about people around us, which can result in a dispositional bias.

Finally, from a theoretical point of view, neither the disregard of situational
causal constraints, nor the existence of a correspondence bias, are necessary conditions
for fulfilling the basic human needs of control and stability. Contrary to what is
sometimes implicitly assumed in the literature, we can easily think that perceivers
would have a greater control over reality if they consider both personal and situational
constraints. Certainly, more empirical work is needed to clarify these questions. Mainly,
the data presented legitimates the search for more dynamic attribution models, able to
account for the perceiver’s perception of the interplay between dispositions and
situations (Gawronski, 2004).

We have reviewed the main research and theoretical explanations about how
people tend to perceive other people’s behavior. However, it’s also important to know
when people engage in attributional analysis in the first place. Do perceivers carefully
search for the causes of all events they observe, or are there some events that trigger

attributional causal analysis more than others?

1.11. The “When” of Attributional Processes

As noted by Kelley (1967), attribution research portrays social perceivers as if
they were highly motivated causal searchers. However, the fact that participants may
engage in attributional analysis when explicitly instructed to do so doesn’t mean that, in
the absence of such instructions, they would spontaneously perform the same kind of

analysis.
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In line with this reasoning, Enzle and Shopflocher (1978) demonstrated that
explicit instructions instigate attributional processes that do not occur in the absence of
overt attributional requirements. It was shown that participants instructed to make an
attributional analysis rated an actor that performed a helpful behavior under
unconstrained conditions more positively than when the behavior was performed under
experimental inducing instructions. However, when participants weren’t required to
engage in attributional processes, no differences in ratings were observed.

Subsequent research explored which conditions more likely to spontaneously
instigate attributional thinking. This research showed that the occurrence and magnitude
of attributional analysis is stronger in face of unexpected behaviors (Clary & Tesser,
1983; Hastie, 1984; Kanazawa, 1992; Lau & Russell, 1980; Pyszczynski & Greenberg,
1981; Wong & Weiner, 1981); in conditions of subjective loss of control (Pittman &
Pittman, 1980; Swann, Stephenson, & Pittman, 1981); when others are personally
relevant (Berscheid, Graziano, Monson, & Dermer; 1976; Harvey, Yarkin, Lightner, &
Town, 1980; Yarkin-Levin, 1983); and under failure circumstances (Diener & Dweck,
1978; Wong & Weiner, 1981).

A number of studies confirmed that unexpected events instigate stronger causal
processing. Lau and Russell (1980), for instance, analyzed the attribution analysis in
sport newspapers and verified that attributional causal explanations are more likely to
occur in face of unexpected results. Pyszczynski and Greenberg (1981) showed that
participants prefer to analyze helping items about an actor when the actor had
previously exhibited an unexpected helping behavior. In addition, Clary and Tesser
(1983) reported that participants that are instructed to retell previous stories
spontaneously introduce a larger number of causal explanations for unexpected than for
expected events. Finally, in Hastie’s (1984) study participants were presented with
behavioral-describing sentences under impression formation conditions, and were asked
to write a continuation for each sentence. Results showed that participants were more
likely to complete expectancy-incongruent sentences with explanations about why the
behavior occurred, in comparison with expectancy-congruent behaviors. Thus,
unexpected events tend to activate causal attributional analyses.

In addition, it was extensively argued in the attribution literature that one of the

biggest motivations underlying attribution causal explanations is the need for control.
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Few studies had empirically scrutinized this assumption. However, some experiments
provide data that confirms the influence of the subjective feeling of control on
attribution. Pittman and Pittman (1980), for example, presented data suggesting that
participants have a great desire to learn about others after experiences of helplessness.
In another study, Swann et al. (1981) deprived some participants control by giving non-
contingent feedback about their performance. It was shown that control deprived
subjects sought more information about others, compared with non deprived control
participants.

Berscheid and her colleagues (Berscheid et al., 1976) reported the effect of
personal relevance of actors on attribution. They showed that when men and women
anticipate a date with a stranger they are more likely to engage in causal reasoning, as
well as on processing activities inherent to causal analysis. Harvey et al. (1980) further
showed that when participants are induced to have a more emphatic position
(Experiment 1), or to anticipate interaction with one of the persons observed in a video
(Experiment 3; see also Yarkin-Levin, 1983), they make more attributions about the
observed actors, compared with individuals that are not given such instructions.

Lastly, some studies provided evidence in favor of the idea that failures trigger a
search for causal explanations. Diener and Dweck (1978) reported that children that
have more difficulty dealing with failure (i.e., helpless oriented children) tend to make
more causal attributions in order to explain failure, while mastery-oriented children
make few attributions and report more thinking about ways of overcoming failure. More
direct evidence was provided by Wong and Weiner (1981), who asked participants
which questions they would ask themselves after observing certain events. They
reported that participants make more “why” questions under failure than under success
conditions.

In sum, the likelihood of engaging in an attributional thinking in order to explain
“why things happened as they did” depends on the event in question. While some
actions apparently don’t need explanation, saving our efforts, and being easily
integrated in our base of knowledge, other actions are intriguing and tend to instigate
causal reasoning. An important point is that some of the conditions that tend to instigate
stronger causal processes are also known for leading to less dispositional trait

inferences. For example, unexpected behaviors result in deeper causal reasoning (Clary

43



& Tesser, 1983; Hastie, 1984; Kanazawa, 1992; Lau & Russell, 1980; Pyszczynski &
Greenberg, 1981; Wong & Weiner, 1981), but are less likely to lead to correspondent
inferences (Jeronimo, 2007). As Hamilton (1998, p.106) asserts “attributional thinking
is most likely to occur precisely under those conditions when correspondent inferences
are least likely to be made, specifically, when the behavior violates the operative
expectancy”. As we will see, this is a fundamental argument in favor of the distinction

between causal attributional and dispositional inference processes.

1.12. Differentiating Dispositional Inferences and Causal Attribution

Early researchers (Heider, 1958; Jones & Davis, 1965; Jones & McGillis, 1974;
Kelley, 1967) saw causal attributional analysis as an antecedent of dispositional
inferences. Later models (Gilbert et al., 1988; Gilbert et al., 1988; Quattrone, 1982;
Trope, 1986) placed the dispositional inference in a relatively early position within the
inference process. However, these models were not sensitive to the distinction between
dispositional inferences and causal attributions, and not explicitly incorporated this
distinction into their proposals. We can presume that the initial phases in the different
models tend to involve dispositional inferences, while the adjustment (Quattrone, 1982),
subtracting rule (Trope, 1986), or correction (Gilbert et al., 1988) are more likely to
involve causal thinking. But the differentiation between dispositional inference and
causal attribution is not explicitly mentioned by the models.

There are, however, strong theoretical (Hamilton, 1988, 1998; Krull, 2001) and
empirical reasons (Bassili, 1989; Erickson & Krull, 1999; Johnson et al., 1984; Smith &
Miller, 1983; see also Hilton, Smith & Kim, 1995; Reeder & Spores, 1983) that support
the view that dispositional inferences and casual attributions are distinct mental
processes. Hamilton (1988; 1998) firstly argued for this distinction. While dispositional
trait inferences involve a direct inference of a personality trait from a behavior,
attributional processes involve the consideration of the causes of the behavior. Hamilton
(1998) noted that a way of capturing the distinction is by looking to differences of
processing of congruent and incongruent behaviors. Dispositional inferences are easily
drawn from behaviors that confirm our expectations about the actor. For example, if we
have a friendly expectation about John, it is likely that we will easily draw a

dispositional trait inference when we observe John performing a friendly behavior. The
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expectation facilitates the encoding of the behavior in terms of the corresponding trait
(see Jeronimo, 2007). In contrast, when the observed behavior is inconsistent with
existing expectations, different processes came into play. In this case, a causal
attributional analysis is likely to occur that allows the perceiver to make sense of the
puzzling observed behavior. Thus, consistent-behaviors and inconsistent-behaviors are
likely to instigate different processes. While consistent behaviors tend to trigger
dispositional trait inference processes, inconsistent behaviors tend to activate causal
attributional reasoning.

In agreement with Hamilton (1988; 1998), Erickson and Krull (1999) proposed a
way to define both processes. According to these authors, dispositional inferences occur
when the trait that characterizes the behavior (e.g., anxious) is used to characterize the
person (e.g., he is an anxious person), or the situation (e.g., the situation is anxiety
provoking); and causal attribution is the process of searching for causal understanding
(e.g., Why he is acting so anxiously?).

Empirically, Smith and Miller (1983) showed that there are no significant time
differences between categorization and the time participants take to make a
dispositional inference. On the contrary, causal attributions take significantly more time
than categorization processes. They concluded that dispositional inferences are closely
linked to the identification of the behavior and can occur spontaneously.

Reeder and Spores (1983) provide empirical results showing that causal
attributional judgments are more affected by the different demands of the situation, than
judgments of the actor that not involve causal attribution processes. Specifically, it was
shown that judgments of morality based on immorality behavior are unaffected by
situational pressures that facilitate the immoral behavior. By contrast, causal attributions
are affected by the situational demands.

Research by Johnson et al., (1984) is also consistent with this distinction. In this
study it was shown that even when participants recognize the situational constrains of
the event, they still exhibit a dispositional bias. They concluded that correspondence
inferences may be highly independent from causal judgments.

Bassili (1989) further reported that while impression formation participants

exhibit a high level of trait activation, participants instructed to allocate causality
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showed no effects of trait activation. These results clearly suggest that causal reasoning
do not necessarily involve thinking in terms of trait.

Erickson and Krull (1999) also tested the validity of this distinction. They
thought that because the dispositional inference process is seen as being more strongly
linked to behavior interpretation than are causal attributions, the way a behavior is
interpreted would have a greater impact on dispositional inferences than on causal
attributions. The predictions were supported by their results, demonstrating that
dispositional inferences were in fact closer to the interpretation of the behavior than are
causal attributions.

Overall, results support the view of dispositional inferences and causal
attributions as distinct processes. The automaticiy of both these processes is still a
debatable question, open to empirical test. Attributional processes seem to usually occur
in a systematic and elaborated way (Kelley, 1967), but it was also suggested that
attributions can occur in more automatic ways, supported by causal-knowledge
structures and schemas (e.g., Abelson & Lalljee, 1988; Abraham, 1988; Hilton &
Knibbs, 1988; Kelley, 1974). Dispositional inferences (personal or situational), on the
other hand, usually occur in less deliberative ways, but we can also question if there are
circumstances where the process can be totally disrupted; or for instance, ask whether
under some circumstances the dispositional inference will only occur after a careful
causal attributional analysis.

In any case, dispositional inferences and causal attributional processes are
distinct processes that may occur independently of each other. Thus, despite trait
inferences being initially studied within an attributional framework, and regardless of
the fact that attribution research had provided important information about how people
go from behaviors to trait inferences, the study of dispositional trait inferences could be

carried out independently of an attributional background.

1.13. Summary of the Chapter

The initial study of dispositional trait inferences was mixed up with the study of
attributional processes. Classis attributional researchers (Heider, 1958; Jones & Davis,
1965; Kelley, 1967, 1973) portrayed the social actor as quite rational. According to

these authors, the social perceiver analyzes the determinants of observed behaviors
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before making a dispositional inference. However, the social perceiver doesn’t seem to
rely on rational attributional analysis, as proposed by classic attributional researchers
(Heider, 1958; Jones & Davis, 1965; Kelley, 1967, 1973), but to incur in different
suboptimal strategies.

It was extensively claimed that perceivers tend to exhibit a dispositional bias,
overestimating the power of personal factors in determining behavior. This dispositional
bias has been referred as the fundamental attributional error (Ross et al., 1977) or
correspondence bias (Jones & Harris, 1967). Despite some authors having point out that
the fundamental attributional error involve attributional thinking while the
correspondence bias involve inferential thinking (see Hamilton, 1998; Krull, 2001), the
studies that explored the dispositional occurrence were not sensitive to this distinction.

Different models were developed to describe the way perceivers perform
dispositional inferences (Gilber et al., 1988; Quattrone, 1982; Trope, 1986). All of these
models were concerned with accounting for the interplay between situational and
personal factors, and usually defined a set of serial stages involved in making a
dispositional inference. Quattrone (1982) suggested that an initial inference is made
according to the context, and then an insufficient adjustment occurs. Both Trope’s
(1986) and Gilbert’s (Gilbert et al., 1988) models make a distinction between an
identification stage and a dispositional inference stage. The identification process is
regarded in both models as an automatic, perception-like process, but the dispositional
process, while described by Trope (1986) as a controlled process, is seen by Gilbert
(Gilbert et al., 1988) as being automatic. Empirical studies that were done within this
framework are not able to clarify the automaticity question, since overt instructions
were usually applied. The types of processes that are used when explicitly asked to
judge or explain others’ behavior can be different from those that people used without
such requirements.

Attributional research further showed that attributional analysis tends to be
triggered under certain special circumstances, as when perceivers observe unexpected
events (Clary & Tesser, 1983; Hastie, 1984; Kanazawa, 1992; Lau & Russell, 1980;
Pyszczynski & Greenberg, 1981; Wong & Weiner, 1981). It is also known that

unexpected behaviors are less likely to be encoded in terms of traits (Jeronimo, 2007).
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Thus, these findings favor the distinction between causal attribution and dispositional
inferences.

We also highlight the arguments that support the distinction between causal
attribution and dispositional inferences (Bassili, 1989; Erickson & Krull, 1999;
Hamilton, 1988, 1998; Johnson et al., 1984; Krull, 2001; Reeder & Spores, 1983; Smith
& Miller, 1983). This means that the study of the dispositional inference process does
not need to be necessarily linked to the study of casual attribution. This was the main

impetus for the development of the spontaneous trait inference literature.

48



CHAPTER 11

SPONTANEOUS TRAIT INFERENCES
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In the previous chapter, we looked into the literature on Attribution. The initial
approach to the study of trait inferences was conducted within an attributional
framework. The attribution literature made important contributions to the clarification
of dispositional inferences processes. However, causal attributional and dispositional
inferences are different cognitive processes that may occur independently of each other
(Bassili, 1989a; Erickson & Krull, 1999; Krull, 2001; Hamilton, 1988; 1998; Smith &
Miller, 1983). That is, despite sometimes trait dispositional inferences could result from
attributional processes, the nature of dispositional inferences processes could probably
be better captured if detached from the study of attributional processes. This explains
the emergence and rapid growth, of the spontaneous trait inference field of research.

The spontaneous trait inference (STI) literature approached the study of
dispositional inferences independently of considering deliberative attributional
processes. Although other dispositional inferences about people may be considered
(e.g., desires, goals, beliefs, attitudes, abilities, interests; see Heider, 1958; Malle,
2008), the focus was predominantly on the conditions in which perceivers infer
personality traits. This tendency was grounded on the generally held assumption (Asch,
1946), supported by empirical data (e.g., Fiske & Cox, 1979), that personality traits are
central constructs in person perception, playing a predominant role in the organization
of “perception, storage, and retrieval of information about people” (Hastie & Kumar,
1979, p.26).

Because previous studies from attribution research mainly relied on explicit
instructions, asking participants to causally explain behavior, or to form impressions
about a given actor, it was not possible to determine whether perceivers would engage
in the same processes in the absence of such instructions. It was important to clarify
whether processes that were observed in the laboratory would also occur under more
natural settings (Enzel & Schopflocher, 1978). STI researchers were driven by this
question, the main goal being to explore whether trait inferences occur spontaneously
(for reviews see Uleman et al., 1996; Uleman et al., 2008).

By definition (Uleman et al., 1996) a spontaneous trait inference is said to occur
when a personality trait of an actor is inferred from his behavior without an explicit
intention to form an impression, or to infer a personality trait, about the actor. The

possibility that trait inferences could have a spontaneous nature was already apparent in
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the way Solomon Asch characterized the impression formation process: “We look at a
person and immediately a certain impression of his character forms itself in us. (...) We
know that such impressions form with remarkable rapidity and great ease” (Asch, 1946,
p.258). With the emergence of STI literature, Asch’s intuition was empirically and
systematically examined.

The STI approach implies a new conceptualization of the dispositional inference
process that is totally different from the one portrayed by attributional research. While
dispositional inferences were previously seen as a relatively late stage of an attributional
process instigated by the explicit motivation to understand others (Jones & Davis, 1965;
Kelley, 1967, 1973), now it was suggested that the mere attention to and comprehension
of a behavior would be enough to prompt a trait inference about an actor, even when the
participant has no intention of inferring the trait and no awareness of having done so.

This new perspective changes the characterization of the person perception
process, in at least two fundamental ways. First, seeing trait inferences as inherent in the
comprehension of the behavior, and not as a distinct mental stage (Winter & Uleman,
1984), would imply that inferring personality traits about others is a highly recurrent
process. Second, if trait inferences occur without our explicit intentions, it would mean
that our impressions of others are founded in part on processes that go unnoticed by us.
STIs can, thus, influence the way the actor is perceived, as well as the processing of
future information about him, without perceiver’s conscious awareness (Moskowitz &
Roman, 1992). Because of its implicit nature, these processes should be difficult to
control or avoid. Initial evidence supporting the spontaneity of trait inferences was

provided by Winter and Uleman (1984).

2.1. Initial Evidence for Spontaneous Trait Inferences

According to Winter and Uleman (1984), STIs occur as part of the normal
process of behavior comprehension. As a result, upon the observation of a behavior,
both the behavioral information itself and the inferred personality trait are encoded in
memory.

In order to test the spontaneity of trait inferences, Winter and Uleman (1984)
relied on the encoding specificity principle (Tulving & Thomson, 1973). This principle

states that “what is stored is determined by what is perceived and how it is encoded, and
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what is stored determines what retrieval cues are effective in providing access to what is
stored” (Tulving & Thomson, 1973, p.353). A central idea of this principle is that a
retrieval cue is effective when the relation between the cue and the retrieval item has
have become associated during the encoding of the item (Thomson & Tulving, 1970).

Support for the encoding specificity principle was reported in several studies
(Thomson & Tulving, 1970; Tulving & Osler, 1968). For example, Thomson and
Tulving (1970) presented participants to be remembered words (e.g., man) in the
presence of weak semantic associates (e.g., hand). Recall of the words was higher when
the same weak semantic associates were provided as retrieval cues, compared with both
a no-cue condition and with a condition in which strong semantic associates not
presented at encoding were provided as cues (e.g., woman). Actually, the two last
conditions didn’t differ in terms of recall efficacy. The authors viewed this data as
evidence that a cue, even if previously associated with the word, will not be effective in
retrieval unless it was part of the overall encoding representation of the item.

Applying the encoding specificity principle to STI research, Winter and Uleman
(1984) predicted that, if traits are spontaneously inferred during behavior encoding, they
will be effective cues for the retrieval of behaviors. Thus, trait-cue effectiveness at
recall would serve as an indicator that a trait inference had occurred during behavior
encoding.

In Winter and Uleman’s (1984) experiments, participants were presented with
trait implying-behaviors (many of them taken from Smith & Miller, 1983) under
memory instructions. Each behavior was paired with an occupation that was shown in
pre-testing to not be related with the behavior (for example, the occupation “reporter”
was paired with the behavior “steps on his girlfriend’s feet as they foxtrot”). After an
anagram distractor task, participants were asked to recall the behaviors under different
cue conditions. In the first experiment (Winter & Uleman, 1984, Experiment 1) the
efficacy of trait cues (e.g., the trait “clumsy” as cue for the behavior “the reporter steps
on his girlfriend feet as they foxtrot™) was compared with the efficacy of semantic-cues
associated with the actor (e.g., “newspaper” when the actor was “reporter”), and also
with a no-cue condition. The main argument was that, if trait cues are at least equally

effective as strong semantic cues, it could only be due to episodic links between
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sentences and traits that was created (inferred) during encoding, since a priori
associations between traits and behaviors were shown in pre-tests to be weak.

Results were analyzed using a score consisting of the number of sentence parts
(i.e., actor, verb, object, and preposition) recalled. Based on this score, it was observed
that the percentage of recall was higher in the trait-cue than in the no-cue condition, but
there was no difference between trait-cues and semantic-cues. However, semantic and
trait cues were differently effective for recall of different parts of the sentences.
Semantic cues were more effective in recall of the actor, while trait-cues were more
effective in recall of the other parts of the sentence (verb, object, and preposition). In
addition, when recall of the entire sentence is considered (the most frequently recalled
combination), recall was equally high in the semantic-cue and trait-cue conditions, and
higher in both these conditions than in the no-cue condition.

This first experiment gave some support to Winter and Uleman’s (1984)
predictions. However, as the authors observed, it could be argued that the semantic-cue
condition used in the first experiment did not represent an adequate control condition.
Because semantic cues were pre-tested to be associated only with the actor, and not with
other sentence elements, the efficacy of semantic cues could have been underestimated.
In order to control for this problem, a second experiment was run in which trait-cue
efficacy was compared with the efficacy of semantic-cues associated with the verb
phrases. This pre-test revealed that six of the eighteen verb phrases used in the first
experiment generated dispositional traits as stronger associates, which raises the
possibility that the efficacy of dispositional cues in the first experiment could have, at
least in part, an associative nature. These six sentences were removed in the second
experiment.

Results showed, first, that in terms of the overall recall index, trait-cues were
more effective than semantic-cues and no-cues. The last two conditions didn’t differ.
Second, for recall of the entire sentence, trait-cued recall was more effective than
semantic-cued recall, and marginally higher than no-cued recall. Third, trait-cues were
more effective than both semantic and no-cued recall for all sentence parts, except for
recall of the actor (that didn’t differ across conditions).

The overall efficacy of trait-cued recall was taken as evidence for dispositional

trait inferences during encoding. However, since recall of the actors themselves didn’t
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differ across conditions, results cannot clarify whether the inferred trait is a description
of the actor or merely a description of the behavior. If inferred traits were descriptions
of the actors, traits should be mostly effective in retrieving the actor, which was not the
case.

Regardless of these aspects, Winter and Uleman (1984) interpreted the fact that
trait-cued recall (i.e., recall will trait cues) was equally (Experiment 1) or more effective
(Experiment 2) than semantic-cued recall (i.e., recall with semantic cues), and higher
than no-cued recall (i.e., recall without cues), as evidence that trait inferences are
unintentionally made during behavior encoding. Moreover, because participants
reported almost no conscious awareness of making trait inferences, it was suggested that
trait inferences are not only unintentional but also highly unconscious. Since lack of
intentionality and awareness are traditionally seen as two important criteria of an
automatic process (LaBerge & Samuels, 1974; Posner & Snyder, 1975; Shiffrin &
Schneider, 1977), Winter and Uleman (1984) raised the possibility that the process of
trait inferences could be automatic.

Winter and Uleman (1984) introduced a new perspective about the dispositional
inference process, according to which personality inferences are a frequent and non-
optional process. This conceptualization was challenging, also in experimental terms,
requiring the development of paradigms that were able to explore the implicit nature of

the process.

2.2. Spontaneous Trait Inference Paradigms

Several paradigms have been developed in order to test the occurrence of
spontaneous trait inferences. In all of them, participants are presented with sentences
describing behaviors performed by hypothetical actors. Behaviors are pre-tested to
clearly and unambiguously evoke a specific trait inference. For instance, the sentence
“solves the mystery half-way through the book” describes a behavior that clearly
implicates the trait c/ever (for other examples see Winter & Uleman, 1984, p. 241).

The central requirement of spontaneous trait inference paradigms is that they
provide participants with a processing goal that directs their attention toward behavioral
information, without explicitly instructing them to form an impression, or to infer a

trait, about the actor. In addition, the activated processing goal should not indirectly
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involve an explicit trait inference (see Uleman, 1999). In most spontaneous trait
inference paradigms, memory instructions are applied because it is assumed that
memorization demands attention toward behavioral information, without necessarily
inducing explicit trait inferences. However, independently of theoretical pre-
assumptions, proving that participants do not engage in explicit trait inferences, even in
the absence of impression formation instructions is a problem inherent to this research.
For example, if participants use explicit trait inference processes when asked to
memorize the material, it cannot be concluded that trait inferences occurred
spontaneously. For that reason, it is theoretically pertinent to clarify what kinds of
processes are prompted by different processing goals (see Uleman & Moskowitz, 1994).

Four main paradigms have been used in the spontaneous trait inferences domain:
the cued-recall paradigm (Winter & Uleman, 1984); the recognition probe paradigm
(Newman, 1991; Uleman, Hon, Roman, & Moskowitz, 1996); the savings in relearning
paradigm (Carlston & Skowronski, 1994); and the false recognition paradigm (Todorov
& Uleman, 2002).

2.2.1. Cued-Recall Paradigm

The cue-recall paradigm was initially applied by Winter and Uleman (1984), and
it was already described. Because it was the first procedure specifically applied to test
STIs, the cued-recall paradigm has been one of paradigms most recurrently used in the
literature (e.g., Claeys, 1990; Uleman, Winborne, Winter, & Shechter, 1986; Uleman, et
al., 1993; Winter et al., 1985), both to provide support and to raise questions about the
initial findings of Winter and Uleman (1984).

Winter et al. (1985), for example, adapted the paradigm by introducing a digit
recall task. Participants were instructed to remember a series of digits, with trait-
implying sentences presented as distractors between digits presentation. Under these
conditions there are no apparent reasons for participants to intentionally memorize the
sentences or engage in any type of elaborative trait processing. Thus, this method
represents an interesting way of testing the unintentional nature of the trait inference
process.

In this study, the efficacy of trait-cued recall was compared with three different

conditions: semantic-cued recall (i.e., semantic associates of the actors); gist-cued recall

56



(i.e., the title or theme of the sentence); and no-cued recall. Results replicated Winter
and Uleman’s (1984) findings, showing that trait-cues are more effective than both no-
cues and semantic-cues. However, trait-cued and gist-cued recall didn’t differ, with both
being more efficient than other recall conditions. The same digit version of the cued-
recall paradigm was used by Lupfer et al. (1990) and by Uleman et al. (1992), with
similar results.

In this study, the efficacy of trait-cued recall (i.e., recall of the sentences with the
implied traits provided as cues) was compared with three different conditions: semantic-
cued recall (i.e., recall with semantic associates of the actors provided as cues); gist-
cued recall (i.e., recall with the title or theme of each sentence provided as cues); and
no-cued recall (i.e., recall without cues). These terms (trait-cued recall, semantic-cued
recall, gist-cued recall, and no-cued recall) will be often used through our work to refer
to the different types of cue recall conditions.

Uleman and Moskowitz (1994) further explored the effect of processing goals on
the magnitude of STIs, using the original cued-recall paradigm (Winter & Uleman,
1984). Trait-cue efficacy was compared with gist, semantic, and no cue conditions. In
the first experiment (Uleman & Moskowitz, 1994, Experiment 1) the usual memory
condition was compared with a memory condition in which participants were instructed
to ignore the meaning of the sentences. Results showed that trait-cued recall (as well as
gist-cued and no-cued recalls) was higher with usual memory instructions than with
ignoring-memory instructions, suggesting that a meaningful processing increases STIs.
However, the overall evidence for the occurrence of STIs in this study was weak, for
several different reasons. First, trait-cued predicate recall was more effective than no-
cued and semantic-cued recall, but only with ignoring-memory instructions (not with
the usual memory instructions). Second, actor trait-cued recall was worse than actor
semantic-cued recall, in both instructions conditions. Thus, evidence for trait inferences
was generally weak in this study.

In a second experiment (Uleman & Moskowitz, 1994, Experiment 2),
participants were given three different processing goals: analyzing graphemes (i.e.,
locate specific letters in the sentences); analyzing phonemes (i.e., identify a particular
sound); or analyzing a feature of each word (i.e., decide the gender of each word).

Results showed that these three processing goals produced lower levels of recall (for all

57



cue conditions), than did the usual memory instructions (from the first experiment).
This suggests that a memory goal involves a greater elaboration, which facilitates both
trait and gist spontaneous inferences.

It was also found that trait-cued recall was higher under semantic processing
conditions than under phonetic and graphemic conditions, respectively. In contrast, gist-
cued recall showed an inverse pattern, being weaker with semantic than with phonetic
and graphemic conditions, respectively. Based on these results, the authors argued that
trait and gist inferences are guided by different mechanisms.

Finally, the authors used the usual criterion for testing the occurrence of
spontaneous inferences (i.e., whether trait and gist cued recall were higher than other
cue conditions). With a graphemic goal, only predicate gist-cued recall was higher than
other cue conditions. Thus, there was evidence for gist, but not for trait, spontaneous
inferences. With a phonemic goal, both trait and gist cued recalls were higher than other
cue conditions, indicating both trait and gist spontaneous inferences. Finally, with a
semantic goal, there was only evidence for trait inferences, with predicate trait-cued
recall being more effective than both no-cued recall and semantic-cued recall.

In a third experiment (Uleman & Moskowitz, 1994, Experiment 3) the goal was
to explore whether trait inferences would occur as a consequence of other non-trait
social judgments. In this study, an explicit trait inference condition was compared with
two non-trait judgments conditions: (a) a behavioral similarity judgment (i.e., how
likely it would be that participants perform the same behavior as the actor), and (b) a
personal similarity judgment (i.e., how similar participants were to the actor of the
behavior). Results showed that trait-cued recall and gist-cued recall were not
significantly different under the three processing conditions. In addition, under
behavioral similarity instructions, there was evidence for both trait and gist spontaneous
inferences, with higher predicate and actor recall in both gist-cue and trait-cue
conditions, than in control conditions. Under personal similarity instructions, predicate
trait-cued and predicate gist-cued recall was higher than recall in the control conditions,
but actor recall was higher only with gist-cues. Finally, with an explicit impression
formation goal, evidence for both trait and gist inferences were reported, both in

predicate and actor recall.
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From these three experiments, Uleman and Moskowitz (1994) concluded that the
type of processing goal influences spontancous inferences processes. Specifically,
processing goals influence the magnitude of spontaneous inferences, the type of
spontaneous inferences that are made (trait or gist), and the likelihood of linking
inferred traits to actors.

Bassili and Smith (1986, Experimentl) also applied the cued-recall paradigm,
but added an explicit impression formation condition. Trait-cue recall was significantly
more effective with explicit instructions. The authors concluded that the magnitude of
trait inferences occurring spontaneously is limited and cannot be comparable with the
magnitude of explicit trait inferences. Since STIs are influenced by processing goal,
Bassili and Smith argued that they should not be characterized as an automatic process.
Using the same paradigm, Claeys (1990) replicated the initial findings of Winter and
Uleman (1984), demonstrating that trait-cued recall is more effective than semantic-
cued recall (using associates of the last words of the sentences). Further, like Bassili and
Smith (1986), they showed that trait-cued recall was higher with an explicit
categorization instruction, than with memory instructions. Again, this supports the idea
that trait inferences are less prevalent in the absence of explicit instructions.

In summary, in most of the studies using the cued-recall paradigm, trait-cued
recall is at least as effective as semantic-cued recall, and more effective than no-cued
recall. However, the question about whether trait inferences are linked to the
representation of the actor cannot be clarified. There is weak evidence of higher actor
recall under trait-cued than under control conditions (e.g., Winter & Uleman, 1984;
Winter et al., 1985). This has been one of the major difficulties of the cued-recall
paradigm. A second problem is that participants under memory instructions can engage
in impression formation processes in order to facilitate recall (Hamilton, 1981). A third
limitation is that results obtained from the trait-cued paradigm can be alternatively
explained by retrieval processes (e.g., Wyer & Srull, 1989). Finally, D’Agostino and
Beegle (1986) argued that a problem with the trait cued recall paradigm is that cues are
typically manipulated within participants, with trait-cued recall preceding no-cued
recall. Because of that, the recall superiority typically observed for trait-cued recall may
be explained by output interference effects (e.g., Nickerson, 1984; Roediger, 1974).

Specifically, the previous trait-cued recall may interfere with the subsequent recall
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without cues. According with their formulations, D’ Agostino and Beegle (1996) found
that the typical trait cue advantage is eliminated when cues are manipulated between

participants.

2.2.2. Recognition Probe Paradigm

In the recognition probe paradigm (e.g., Ham & Vonk, 2003; Newman, 1991,
1993; Uleman et al.,, 1996; Van Overwalle et al., 1999; Wigboldus et al, 2003;
Wigboldus, Sherman, Franzese, & Van Knippenberg, 2004), participants are presented
with trait-implying sentences (e.g., “wins the science quiz”’), and each sentence is
followed by a probe word. In the experimental trials, probe words are the traits implied
by the sentences (e.g., “smart”). Participants’ task is to indicate whether the probe word
was part of the previous sentence, as fast and as accurately as possible. If the trait is
spontaneously inferred from the behavior, it will harder to indicate that it was not part
of the sentence. Thus, longer response times and more errors are expected when trait-
implying sentences are followed by implied trait probes than when the same sentences
are followed by neutral probe words. Despite predictions being made both in terms of
error rates and response times, patterns of results are not consistent. Some times there
are differences in response times and not in errors (McKoon & Ratcliff, 1986;
Wigboldus et al., 2003), while in other studies differences are obtained in errors but not
in responses times (see Uleman et al., 1996, Experiment 1). In part, these mixed patterns
may be explained by a speed-accuracy trade off (Reed, 1973) (i.e., people may choose
to respond faster with less accuracy or slower with more accuracy). However, the
speed-accuracy trade-off seems not to be sufficient to explain all the patterns observed
(see Uleman et al., 1996). Thus, the reasons for the observed inconsistent patterns
across studies in the probe recognition paradigm are not completely understood.

The recognition probe paradigm was imported from text comprehension
literature, which usually applied it to the study of online inferences (e.g., Corbett &
Chang, 1983; McKoon & Ratcliff, 1980, 1986). For example, McKoon and Ratcliff
(1980, Experiment 1) used the paradigm to investigate the occurrence of predictive
inferences. Participants were presented with a predictive paragraph, and immediately
after the paragraph, a probe word was presented. In one condition, the paragraphs

described a situation that predicted an event captured by the probe word, while in the
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other condition (i.e., control condition) paragraphs were rearrangements of the same
words but in a way that did not result in the probe word prediction. It was shown that
participants take more time to correctly say that the probe word was not in the
paragraph in predictive than in control conditions.

Uleman et al. (1996) used a version similar to the one used by McKoon and
Ratcliff (1980), but substituted trait implying paragraphs for the predicting paragraphs.
In the first experiment, trait-implying paragraphs resulted in more errors for implied
trait probe words than control paragraphs. In the second experiment, feedback on speed
and accuracy was introduced in order to increase participant’s motivation. This time, the
predicted pattern emerged in terms of response times, with participants taking more
time to correctly reject the trait after trait implying paragraphs than after control
paragraphs.

Contrary to what might happen in the cue-recall paradigm, success in the
recognition probe task works in opposition with the trait inferential process. That is, the
more participants engage in trait inferences, the more difficult will be for them to reject
the trait. This means that, if participants want to be strategic in this task, they should
avoid making trait inferences. Thus, evidence of trait inferences with this paradigm is
compelling in proving the unintentional nature of the process.

However, some concerns have also been raised regarding this paradigm.
Specifically, it was argued that results arising from this paradigm can be explained by
context-checking processes occurring at the time the probe word is presented (e.g.,
Forster, 1981; McKoon & Ratcliff, 1986; but see McKoon & Ratcliff, 1989b).
According with this explanation, when the probe word is presented, participants
compare the meaning of the probe with the meaning of the previous sentence. Since a
high compatibility between exist between the two, rejecting the probe is more difficult.
However, the fact that fast responses are required makes less likely the possibility that
participants engage in reconstructive strategies when the probe word appears. In
agreement with this idea, McKoon and Ratcliff (1986) defended that a deadline
response procedure can be used in order to clearly classify participants’ responses as

automatic.
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2.2.3. Savings in Relearning Paradigm

The savings paradigm is a classic research method developed by Ebbinghaus
(1885/1964) in order to study the nature of memory and learning processes. Participants
learn information, and after different periods of time they are instructed to relearn the
same information. A savings effect is typically observed in relearning trials,
correspondent to a decrease in the time needed to learn the information. This learning
advantage is observed even years after the first learning episode, and is independent of
conscious recollection of information (Burtt, 1941; Titchener, 1923).

Carlston and Skowronski (1994) adapted the paradigm and applied it to the STI
domain. The typical procedure used in the STI domain is divided in three main phases.
In the first phase (exposure phase), participants are presented with series of photos, each
one paired with a behavioral sentence. In the second phase (learning phase), participants
are presented with pairs of photos and traits. Some of them are relearning pairs,
composed by pairing previously presented photos with the traits implied by the
behaviors previously paired with those photos. Others are control pairs, which consist
of new photos and traits. In the third phase (the recall phase), participants are given
photos presented during the learning phase, and are asked to recall the corresponding
traits. It is assumed that, if participants had spontaneously inferred traits from behaviors
during the first exposure phase, relearning pairs should be easier to learn than control
pairs.

In the first experiment, Carlston and Skowronski (1994, Experiment 1) applied
different sets of instructions: trait generation (“think in a trait that describes the
behavior”); impression formation (“form an impression about the actor”), or
familiarization instructions (“read and get familiar with the material”). Results showed
that recall was significantly higher in relearning trials than in control trials (reflecting a
savings effect), and the pattern didn’t differ across instruction conditions. A savings
effect was also demonstrated using memory instructions, although this effect was
slightly smaller than with impression and familiarization instructions (Carlston &
Skowronski, 1994, Experiment 4).

Carlston, Skowronski, and Sparks (1995) adapted the paradigm in five additional
experiments, with the savings effect being replicated in all of them. First, it was shown

that the magnitude of the savings effect is similar if participants are forced to infer a
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trait from the behavior during the exposure phase (Carlston et al., 1995, Experiment 1).
However, the savings effect is only significant when the trait inferred is the same as the
one that is presented as cue (Carlston et al., 1995, Experiments 1 and 2). The savings
effect is not observed if the trait inferred doesn’t match the one relearned, even when
the trait is evaluatively similar to the one that is relearned (Carlston et al., 1995,
Experiment 2).

Second, the savings effect is observed both when descriptions of behaviors are
presented as self descriptions, as in the traditional paradigm (e.g., “I don’t like to spend
money”’), as well as when behaviors are presented in the third person form (e.g., “He
does not like to spend money”) (Carlston et al., 1995, Experiment 3).

Third, a savings effect for learning trait-photos pairs is observed even when the
photos are said to be of individuals that are merely describing other’s behaviors
(Carlston et al., 1995, Experiment 4). This surprising effect became known as the
Spontaneous Trait Transference (STT) effect (Carlston & Skowronski, 2005; Crawford,
Skowronski, & Stiff, 2007; Crawford et al., 2008; Mae, Carlston, & Skowronski, 1999;
Skowronski et al., 1998). Under these conditions, participants should not apply the trait
implied by the behavior to describe the person portrayed in the photo because they
know that the person is merely describing someone else’s behavior.

Proponents of the savings in relearning paradigm have argued that one of
advantages of this method consists in proving that trait inferences are descriptions of the
actors, and not merely behavior descriptions. Thus, it was argued that the savings in
relearning paradigm was more adequate to explore the spontaneity of the trait inference
process. Ironically, experiments using the savings and relearning paradigm ended up
revealing a great difficulty of spontaneous trait inference research (Carlston et al.,
1995). Specifically, the fact that a savings effect occurs even when the picture portrays
an actor describing a third person‘s behavior raises the possibility that spontaneous trait
inferences result from non-inferential associative processes. For that reason, subsequent
studies using the savings in relearning paradigm have been mainly focused in clarifying
the conditions under which trait transference effects occur (Mae et al., 1999;
Skowronski et al., 1998), and in testing whether STT and STI are different cognitive
processes (Carlston & Skowronski, 2005; Crawford, Skowronski, & Stiff, 2007,
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Crawford et al, 2007; Crawford et al., 2008). This question will be further addressed

later.

2.2.4. False Recognition Paradigm

Todorov and Uleman (2002) were the first to apply the false recognition
paradigm to the study of spontaneous trait inferences. In this paradigm, participants are
presented with pairs of photos and behaviors under memory instructions. In a second
phase, the previous photos are presented, each one paired with a trait. In some of these
trials, each photo is paired with the trait implied by the behavior previously paired with
that photo (match trials). In other control trials, the photos are randomly paired with
traits implied by behaviors previously paired with other faces, or photos are paired with
new traits (mismatch or new trials). Participants have to respond, as fast and accurately
as possible, whether the presented trait was included in the sentence previously paired
with the presented photo. If spontaneous trait inferences had occurred during initial
encoding, and became linked to the actors, participants should be more likely to falsely
recognize traits in match than in mismatch trials.

The first study using the false recognition paradigm revealed a number of
different aspects (Todorov & Uleman, 2002). First, it was confirmed that participants
are more likely to falsely recognize traits that are paired with the actor of the
corresponding behavior than traits that are randomly paired with different faces
(Todorov & Uleman, 2002, Experiments 1).

Second, when a control condition with new traits paired with previous photos is
incorporated, the percentage of false recognitions is higher in the mismatch condition
(in which previously implied traits are randomly paired with the photos) than in this
new control condition. This result suggests that a trait inference increases the number of
false recognitions, regardless of being associated with the actor (Todorov & Uleman,
2002, Experiment 2).

Third, when photos are paired with antonyms of the traits implied by the
behaviors, participants are less likely to falsely recognize the antonym traits, than new
traits (Todorov & Uleman, 2002, Experiments 3). Todorov and Uleman interpreted this
result as evidence that the inferred trait is incorporated into the mental representation of

the actor and therefore can affect subsequent trait judgments.
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Fourth, in a further experiment, memory and impression formation instructions
were compared (Todorov & Uleman, 2002, Experiments 4). Another difference in the
procedure was that an exposure time of 10 seconds was incorporated, in addition to the
typical 5 seconds exposure time. Under memory instructions, false recognition of traits
was higher in the 5s condition than with 10s, while under impression formation
instructions the exposure time didn’t make a difference. These data was taken as an
indication that memory and impression participants are using the extra time engaging in
different mental operations. While memory participants supposedly try to retain the
exactly presented sentence, impression participants use the additional time to engage in
extra elaborative processes.

Todorov and Uleman applied the false recognition paradigm in a number of
subsequent studies. In three of these experiments, the efficacy of the STI process was
tested (Todorov & Uleman, 2003, Experiments 1, 2, and 3), either by decreasing the
time of stimulus presentation to 2 seconds (Experiment 1), by inducing a grammatical
processing goal (Experiment 2), or by imposing a recall digit concurrent task
(Experiment 3). If spontaneous trait inferences occur independently of available
attentional resources, the typical false recognition effect (i.e., higher number of trait
false recognitions when the trait is paired with the actor than when traits are randomly
paired with another actor) should be independent of these manipulations. Results
confirmed predictions, showing a trait false recognition effect under rapid stimulus
presentation, with shallow processing (despite the effect being weaker in this case), and
under cognitive load conditions. Importantly, the trait false recognition effect occurred
regardless of the overall level of recognition being weaker in any one of these three
conditions. This evidence was taken as suggesting that the process of making trait
inferences about actors is a highly automatic one.

Authors using the false recognition paradigm (Todorov & Uleman, 2002, 2004)
have argued that one of its advantages is that it pits the demands of the task against the
trait inference process. The logic of the task is similar to the one underlying the
recognition probe paradigm (e.g., Uleman et al., 1996). However, while in the
recognition probe paradigm the trait is presented immediately after each sentence, in the
false recognition paradigm traits are presented only after the entire set of sentences. For

this reason, the opposed nature of the recognition task is less clear-cut in proving the
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unintentional nature of the process in this case. At encoding, participants have no
knowledge that the best way to perform the task is remembering the exact words that
form the sentence, and may probably engage in elaborative strategies in order to
facilitate recall. In addition, if participants explicitly make trait inferences during
encoding, they may use that information to facilitate the monitoring recognition
decision (Johnson, 1997; Johnson, Hashtroudi, & Lindsay, 1993). That is, they may
remember that they explicitly inferred the trait and may use that knowledge to correctly
reject the trait. Thus, it is not clear that trait inference and task requirements work
against each other in this case, or if trait inferences may even facilitate performance.

Another concern about the false recognition paradigm is that the presentation of
pictures may automatically trigger impression formation processes (see Bargh, 1990,
Bargh & Barndollar, 1996; Chartrand & Bargh, 1996), a difficulty that is also inherent
to the savings in relearning paradigm.

In contrast, one of the great advantages of the false recognition paradigm is that
it is highly effective in proving the existence of an associative link between the trait and
the actor. However, as with the savings in relearning paradigm (Carlston & Skowronski,
1994), it is not clear whether the trait-actor link has an associative or inferential nature.

This is a crucial issue, and it will be discussed later in greater detail.

2.2.5. Other Paradigms

The previous described paradigms have been the ones mostly frequently applied
in the spontaneous trait inference domain. However, explicit memory measures were
used in most of them. Participants are explicitly asked to remember a prior known
episode. An exception is the savings in relearning paradigm (Carlston & Skowronski,
2004), but even in this case the relation between the initial exposure phase and the task
is easily apparent. Implicit memory measures indirectly examine the effects of a prior
episode, without participants being aware that their memory is being tested (for reviews
on implicit memory see Richardson-Klavehn & Bjork, 1988; Roediger, 1990; Schacter,
1987; Shimamura, 1986). For that reason, in studies in which implicit measures are
employed no reference is made to the relation between learning and test phases, and the

existing relation is masked.
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A number of studies have made use of implicit memory measures to explore the
spontaneity of the trait inference process. For example, Lea (1995) used a lexical
decision task in order to measure trait activation after participants read paragraphs that
could include, or not, a trait-implying sentence. In some of the paragraphs, the trait-
implying sentence was incorporated within a context that facilitated the trait inference,
while in others the context undermined the trait inference. As predicted, participants
took less time to decide if the implied trait was a word after context supporting
paragraph, than after inhibiting paragraphs. Since lexical decision time is used as a
measure of concept accessibility (but see Balota & Chumbley, 1984), results were
interpreted as evidence that spontaneous trait inferences are more likely to occur when a
behavior is included in a congruent context.

Whitney and Williams-Whitney (1990) presented participants with a word-stem
completion task (e.g., CL __ for CLUMSY) immediately after participants read trait
implying, or control paragraphs. Participants were instructed to complete the word-stem
with the first word that comes to their mind. Results showed that word-stems were more
likely to be completed with the implied traits after trait implying paragraphs than after
control paragraphs.

In a subsequent study, however, Whitney, Waring, and Zingmark (1992,
Experiment 1) used a stem completion task and didn’t find evidence for STIs.
Participants were asked to read trait implying paragraphs with different processing
goals: verbatim recall, factual recall, elaborative recall, and impression formation. After
each paragraph participants performed a stem completion task. In this study, evidence
for spontaneous trait inference was reported only when participants engaged in
elaborative processing goals (i.e., elaboration and impression formation instructions).

The reported studies made use of implicit memory measures. However, they are
not immune to contamination problems (Jacoby, 1991). Specifically, if participants
became aware of the existing relation between the two tasks they could intentionally use
conscious strategies in order to improve performance in the supposed implicit task.
Since performance in both lexical decision and stem-completion tasks is facilitated by
explicit trait inferences, there is the risk that participants may consciously engage in

trait inferences.
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In sum, several paradigms have been applied to study the occurrence of
spontaneous trait inferences. Different limitations have been pointed out to all
paradigms, and all of them seem to allow alternative interpretations. In any case, the
large number of existing studies certainly provided us important data about the trait
inference process, and helped us to better understand whether the process can be
defined as automatic, as initially suggested by Winter and Uleman (1984). We move
now to a closer analysis of existing data about the automaticity nature of the STI

process.

2.3. The automaticity of STIs

According to some authors, the spontaneous trait inference process can be
characterized as an automatic process. For example, Winter and his collaborators
concluded that “inferences about traits can be initiated in a largely automatic way”
(Winter et al., 1985, p.914), and Todorov and Uleman (2003, p. 561) suggested that
“much of the process of binding spontaneous trait inferences to actors representations
can be characterized as automatic”.

The automatic perspective is controversial, since it implies that participant’s may
have less control over their impressions than they might think. Given the important
implications of this question, it is worthy to consider the automaticity issue in detail. In
order to do that, we will analyze whether the trait inference process satisfies the four
most commonly mentioned criteria for automaticity (e.g., Bargh, 1994): lack of
intentionality, lack of awareness, efficiency, and uncontrollability. At the end, we will
conclude that the existing experimental evidence does not support a characterization of
the trait inference process as fully automatic, and we will discuss how the spontaneous

trait inference process is better understood as a conditional process (Bargh, 1989).

2.3.1. Intentionality

The intentionality criterion has to do with the control that we have over the start
of a process (Bargh, 1994; Zbrodoff & Logan, 1986). We can either intentionally
engage in a process, or the process can occur without our intention. If a process takes

place in the absence of conscious intention, it is said to be spontaneous (Uleman, 1999).
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Following Uleman’s definition (Uleman, 1999), the trait inference process is
intentional when it is activated by an explicit impression formation goal, while it is
spontaneous when it is triggered by the mere attention to behavioral information. Thus,
in order to prove the lack of intentionality (or spontaneity) of the trait inference process,
research must demonstrate that trait inferences occur even when participants do not
have the goal of forming an impression, or of making a trait inference. Usually,
participants are given processing goals that demand attention to the behavioral
information, without necessarily involving explicit trait inferences.

Research made using the trait-cued recall paradigm with memory instructions
has shown that traits are effective cues to behavior recall (e.g., Winter & Uleman,
1984). Since participants are instructed only to memorize the information, and
excluding the possibility of retrieval accounts, this pattern is taken as evidence for the
unintentional nature of trait inferences.

However, by showing that the efficacy of trait-cues is much lower under
memory instructions than under explicit trait inferences conditions, both Bassili and
Smith (1986, Experimentl), and Claeys (1990) questioned the spontaneity of the trait
inference process. According to Bassili and Smith (1986), if a process is automatic, it
should not be influenced by an instruction to explicitly engage on it. On the contrary, if
the magnitude of a process is highly different under intentional and spontaneous
conditions, as was observed for trait inferences (Bassili & Smith, 1986; Claeys, 1990),
the automaticity of the process is questionable.

Differences in the magnitude of trait inferences under memory and impression
conditions were not always confirmed when other paradigms were applied. For
example, using the false recognition paradigm, Todorov and Uleman (2002, Experiment
4) found that the false trait recognition effect was not significantly different under
memory and impression formation conditions. Additionally, using the savings in
relearning paradigm, Carlston and Skowronski (1994, Experiment 4) compared
memory, impression formation, and familiarization instructions, and found no effect of
instructions in the observed savings effect. Also, no differences were detected between
familiarization, explicit trait generation, and impression formation instructions (Carlston

& Skowronski, 1994, Experiment 1).
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How can we explain these different patterns of results, when different paradigms
are used? A main difference between the false recognition and the savings in relearning
paradigms, on one side, and the cued-recall paradigm, on the other side, is the
presentation of faces. The strong individuating character of the pictures may possibly
trigger explicit impression formation processes. Thus, it is not clear whether the lack of
differences observed by Todorov and Uleman (2002) and Carlston and Skowronski
(1994) proves that the magnitude of trait inferences is equally strong under spontaneous
and intentional conditions, or whether results reflect a stronger influence of explicit
processes under memory conditions when pictures are incorporated.

The fact that participants may be engaging in impression formation processes
when instructed to memorize behaviors, or when simply asked to get familiar with
photo- behavior pairs, constitutes one of the major problems of proving the
unintentionally of the trait inference process. A number of studies directly addressed
this question.

Some of them used the cued-recall paradigm, but without instructing participants
to memorize behaviors. In these studies, behaviors were presented as mere distractors
between trials of a digit recall task (Lupfer et al., 1990; Uleman et al., 1992; Winter et
al., 1985). Results showed that trait-cues were more effective than control conditions,
indicating the occurrence of spontaneous trait inferences. However, the level of trait-
cued recall was lower than what is usually observed with the traditional procedure,
which shows that the magnitude of spontaneous trait inferences is not totally
independent of processing goals.

There are different possible interpretations for why, specifically, evidence for
spontaneous trait inference is weaker when behaviors are presented as distractors. First,
it could be that participants pay less attention to behaviors when they are presented as
distractors. Since there are no meaningful reasons to process the distracting behaviors,
some of them may be ignored. However, the procedure required that participants read
each sentence aloud twice, which doesn’t provide support for this possibility.
Participants are not merely ignoring the sentences. A second possible interpretation is
the previous notion that memory participants’ may be engaging in explicit trait
inferences. That is, conscious trait inference processes may be influencing performance

(Jacoby, 1991). Finally, a third interpretation is that, even if participants are not

70



engaging in explicit trait inferences, the higher level of semantic processing involved in
memorization facilitate the occurrence of spontaneous trait inferences.

The last interpretation is in agreement with existing studies that show that the
magnitude of spontaneous trait inferences is usually weaker under shallow processing
condition, than under memory conditions (Uleman & Moskowitz, 1994). Moreover,
there is no evidence for spontaneous trait inferences with a graphemic processing goal
(in which participants are asked to search for a specific letter within the sentences).

Again, data arising from other paradigms fail to replicate the same pattern of
results. Using the false recognition paradigm, Todorov and Uleman (2003, Experiment
2) reported a false trait recognition effect even under shallow processing conditions
(i.e., counting nouns in the sentences), although the effect was weaker than under
memory instructions. Todorov and Uleman (2003) took this result as providing “the
strongest evidence that STIs in the false recognition paradigm are unintentional”
(p.560). However, it should be noticed that instructions, in this experiment, induced
participants to pay attention to behaviors. In the procedure section, it is explained that:
“in the shallow processing condition (...) participants were also told to read the
information carefully because they would be asked additional questions at the end of the
experiment” (Todorov & Uleman, 2003, p.554). Thus, it is questionable whether this
can be considered a mere shallow processing requirement.

Probably the most compelling paradigm in order to prove the unintentional
nature of the trait inference process is the recognition probe paradigm (excluding
alternative retrieval explanations for STI occurrence). In this paradigm, the strategy
most adequate for participants would be to memorize the presented sentences, without
engaging in any type of inferential activity. Since evidence for trait inference is usually
obtained (Uleman et al., 1996) this suggests that trait inferences can occur
spontaneously.

In sum, despite the fact that the label “spontaneous trait inference” has been used
to designate this field of research, evidence for the lack of intentionality of the trait
inference process is much less clear than we may think. Evidence varies greatly with
the paradigm that is applied, and in most paradigms the possibility that explicit

impression formation processes are intervening cannot be rejected. The more
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straightforward paradigm to prove that trait inferences can occur spontaneously seems
to be the recognition probe paradigm (e.g., Uleman et al., 1996).

However, even if trait inferences can occur without intention, its occurrence
seems to be much weaker than when they occur intentionally (Bassili & Smith, 1986;
Claeys, 1990), and is dependent on some level of semantic processing (Uleman &
Moskowitz, 1994). This is line with conclusions from Bargh (1989), who refers that a
meaningful understating of the sentences seems to be a pre-condition for spontaneous

trait inference occurrence.

2.3.2. Awareness

The question about whether perceivers are cognitively aware of making trait
inferences has been approached in several studies. Winter and Uleman (1984) observed
that most of their participants reported no awareness of making causal or personal
judgments during behavior encoding. Moreover, no significant correlation was observed
between reported trait inferences and trait-cue efficacy, indicating that participants’
awareness is not a pre-condition for the occurrence of trait inferences.

However, as Winter and Uleman (1984) pointed out, the 10 minutes interval
between behavior presentation and the awareness report (presented at the end of the
study) may have undermined participants’ ability to remember the mental processes
engaged during behavior encoding. In order to try to provide a more accurate measure
of awareness, Winter et al. (1985) introduced an awareness questionnaire’ immediately
after the last behavior, and asked participants about the thoughts they had during
reading it. Again, the reported level of awareness about causal or personality thoughts
was minimal. This time, a marginally significant correlation was obtained between
awareness and trait-cued recall (taking off the recall data of the last sentence). However,
the pattern of results interacted with participant’s gender. Causal thoughts awareness

was superior for women than men, and the correlation between awareness and trait-cued

® This is usually considered an awareness measure. However, since verbal reports examine the type of
mental operations used by participants during the task, they can also inform us about the intentionality of
the process. However, the fact that an awareness questionnaire can be informative about the intentionality
of a cognitive process doesn’t mean that awareness and intentionality are intrinsically related. It is
possible that we have conscious awareness of a process that was not intentionally activated, and we can
intentionally engage in a process without being aware of its operation.
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recall was only significant for women. The reasons for this difference are not clear, but
it opens the possibility of existing individual differences in the probability of STIs.

Uleman et al. (1986), using the cued-recall paradigm, applied both an awareness
general questionnaire at the end of the study (that included both open ended questions
and rating scales) and an open ended question after the last sentence being read. Each
awareness measure was applied to different sets of behaviors. In the rating scales, about
half of the participants indicated having made personality inferences, both during
encoding and during retrieval. In contrast, in the open ended questions participants
rarely mentioned trait thoughts.

In this study, a number of correlations between awareness and trait-cued recall
were found to be significant. First, a correlation between trait thoughts occurring during
the last sentence presentation and the percentage of trait-cued recall was observed, but
only for high authoritarianism sentences, and not for low authoritarianism sentences (in
this experiment authors were interested in studying the role of authoritarianism as an
individual difference variable in the magnitude of STIs). Second, low authoritarianism
participants showed a correlation between trait thoughts reported on the general open
ended question and trait-cued recall of low authoritarianism sentences. Finally, high
authoritarianism participants exhibited a correlation between personality inferences on
rating scales and trait-cued recall of high authoritarianism sentences.

Lupfer et al. (1990), Moskowitz (1993a), and Uleman and Moskowitz (1994) all
opted to apply an awareness questionnaire after the presentation of the last sentence. In
Lupfer et al. (1990) almost all participants reported no awareness of making personality
inferences, and no correlation was observed between awareness and trait-cued recall
efficacy. In the Moskowitz (1993) study, participants reported using trait inference
strategies as much as semantic and imagistic strategies, but no correlation was observed
between trait awareness and percentage of trait-cued recall. Finally, in the Uleman and
Moskowitz (1994) study, only about 14% of the participants reported trait thoughts. In
this case, however, correlations reflected participants’ correlation accurate awareness.
Trait thoughts reported both on rating scales and on open-ended questions correlated
with trait-cue recall of the actors. Trait-cued recall of the predicate was correlated with

trait thoughts.
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Studies that used awareness questionnaires are not totally clear in relation to this
issue. In any case, self-report measures must be evaluated with caution. It is well
established that participants’ introspective access to over their cognitive processes is
limited (Nisbett & Wilson, 1977). Thus, in order to interpret the meaning of a self-
report measure, we should accurately understand the mechanisms in which responses
are being based (Ericsson & Simon, 1980). In the studies reported here, it is possible
that instead of trying to retrieve from memory, participants base their responses on
intuitive causal theories about the processes that they might use in such circumstances
(Nisbett & Wilson, 1977). Also, self reports may be restricted by perceived demanding
aspects of the experimental situation. In this case, participants may not want to say that
they used strategies not explicitly mentioned by the experimenter. Finally, an additional
problem in studies that introduce an awareness questionnaire after the last sentence
(between behavior presentation and recall) is that noise may be introduced into the
procedure. Participants may become aware of the goal of the study, and be more likely
to use explicit retrieval strategies.

Due to the demanding aspects of self-reports, Moskowitz and Roman (1992)
argued that unobtrusive awareness measures are more adequate. In Moskowitz and
Roman’s (1992) study, participants were instructed to read a set of behavior, under
either memory or impression instructions. It was demonstrated that while memory
participants show an assimilation effect in the evaluation of a subsequent ambiguous
target (i.e., Donald, see Higgins, Rholes, & Jones, 1977), impression formation
participants exhibit a contrast effect. As previous studies (Lombardi, Higgins, & Bargh,
1987) reported contrast effects when participants remembered the prime, and
assimilation effects when participants were unable to remember the prime, Moskowitz
and Roman explained their data by asserting that STIs occur without awareness under
memory instructions, and under participant’s awareness in impression formation
conditions. It should be noted, however, that awareness is only one of the possible
factors used to explain assimilation and contrast effects (see Banaji, Hardin, &
Rothman, 1993; Ford & Kruglanski, 1995; Herr, 1986; Sedikides, 1990; Schwarz &
Bless, 1992; Thompson et al., 1994).

Stapel, et al. (1996; see also Stapel, Koomen, & Van der Pligt, 1997) presented

an alternative interpretation to Moskowitz and Roman’s (1992) results. According to
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them, when a general trait category is activated (e.g., friendly), assimilation effects are
expected to be observed in subsequent judgments, as those are typically found in
category accessibility studies (e.g., Higgins et al., 1977; Bargh & Pietromonaco, 1982;
Srull & Wyer, 1979). On the other hand, the activation of specific actor-trait links (e.g.,
John is friendly) tends to be used as a comparison standard in relation to which
subsequent actors are contrasted. Stapel and colleagues (Stapel, et al., 1996) argued that,
in a memory condition, behaviors tend to activate general trait descriptions, while under
impression formation conditions a specific actor-trait link tends to be established. This
would explain the assimilation and contrast pattern obtained by Moskowitz and Roman
(1992), without postulating awareness as a determinant factor.

Stapel and colleagues (Stapel, et al., 1996) provided support to their account by
showing that when personal information that favours the establishment of a trait-actor
link is incorporated (i.e., personal names and photos), contrast effects are obtained, even
for memory participants (Experiment 1). Moreover, personal contexts (that favor actor-
trait links) lead to contrast effects, while situational contexts (that favor the mere
activation of behavioral labels) result in contrast effects (see Bassili & Smith, 1989b),
these effects being independent of type of instructions. Notice that, the fact that under
some circumstances, memory participants show contrast effects and impression
participants show assimilation effects cannot be accounted by an awareness-based
explanation (Moskowitz & Roman, 1992).

This study is crucial in its implications. If we accept for Stapel et al.’s (1996)
interpretation, we support the notion that trait inferences occurring under memory
instructions are merely behavior descriptions. On the other hand, if we claim that
conditions in which contrast effects are observed under memory instructions (i.e., when
a photo, or a supporting personal context are included) (Stapel, et al., 1996) make
participants aware of making trait inferences, then it means that trait inferences do not
occur spontaneously under these conditions. Either interpretation is controversial to
spontaneous trait inference research.

Again, despite the fact that most authors within the spontaneous trait inference
domain claim that spontaneous trait inferences occur without perceiver’s awareness,
empirical evidence regarding this question is scarce and contradictory. While in some

studies participants report no awareness (Lupfer et al., 1990; Uleman & Moskowitz,
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1994; Winter & Uleman, 1984; Winter et al., 1985), in others trait inference awareness
is reported (Moskowitz, 1993a; Uleman et al., 1986); while in some studies no
correlation is found between reported awareness and trait-cued recall efficacy (Lupfer et
al., 1990; Moskowitz, 1993a; Uleman et al., 1992; Winter & Uleman, 1984), in other
studies correlations are found to be significant (Uleman & Moskowitz, 1994; Uleman et
al., 1986; Winter et al., 1985). Maybe these disparities are explained by specific
differences between paradigms which, if being true, would indicate that awareness is a
feeble characteristic of the trait inference process. Given the difficulties underlying self-
report measures (Nisbett & Wilson, 1977), the use of alternative unobtrusive measures
is important. However, also in this case, the existing evidence is limited and weak

(Moskowitz & Roman, 1992).

2.3.3. Efficiency

A cognitive process is efficient when it doesn’t require attentional resources
(Bargh, 1994). If inferring a trait from a behavior is an efficient process, it should not be
dependent on available cognitive resources, and should not be interfered by concurrent
tasks (Logan, 1979).

Winter et al. (1985) presented behaviors as distractors between trials of a digit-
recall task, and manipulated the difficulty of the digits. Results showed that presenting
easy or difficult series of numbers had no influence in the magnitude of spontaneous
trait inferences (for similar results, see Lupfer et al., 1990). In the same way, no other
recall-cued condition (semantic, gist, and no-cue) was affected by the load
manipulation. This might be explained because all inferences or associations are
efficient, or because the load manipulation was not effective. Actually, although
participants rating difficult series as more difficult, and recalling less digits in the
difficult series conditions, no direct measure of spare capacity was applied.

In a subsequent study, Uleman and collaborators (Uleman et al., 1992) tried to
clarify whether the load manipulation used by Winter et al. (1985) was in fact depleting
participant’s resources. They introduced two modifications to the previous paradigm.
First, during the digit recall task, participants had also to monitor a white light, and
press a key whenever the light appeared. If the depletion manipulation is working,

participants should take more time to press the key in the high load condition. Second,
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an easier load condition, formed by series of the same number (e.g., 24-24-24-24-24),
was added to the other two previously used conditions (single digit condition, and
multiple digit condition)

Results showed that participants take less time to respond to the probe light in
the same-number condition than in the single-digit and multiple-digit conditions, with
no differences between the last two conditions. The lack of differences between these
two conditions used by Winter et al. (1985) suggests that cognitive load was not
effectively manipulated in their study. In terms of recall, the difficulty of the digit task
interfered with cued-recall performance. Specifically, trait-cue efficacy was worse as
the difficulty of the digit series increased (Uleman et al., 1992). Thus, contrary to
Winter et al. (1985), results indicate that trait inferences are influenced by the available
cognitive resources. Based on these finding, the authors concluded that “trait inferences
are not automatic by a capacity criterion” (Uleman et al., 1992, p. 89).

Data from Winter et al. (1985) and Uleman et al. (1992) are in apparent
contradiction. Notice that results from Uleman et al. (1992) show that the load
manipulation used by Winter et al. (1985) was not effective, as measured by the probe
light concurrent task. However, the same load manipulation that didn’t affect trait-cued
recall in Winter et al. (1985) had an effect in Uleman et al. (1992) study. Uleman and
collaborators (1992) suggested that these different results can be explained by the fact
that the concurrent probe task adds an extra cognitive load. Thus, in the study from
Winter et al. (1985), participants have in fact less resources in the difficulty than in the
easy condition. However, in both cases, the remaining resources are still enough for the
trait inference process. The impact of the difference in resources for STIs is only
detectable when an additional load is introduced by the probe task.

In opposition to these results, Todorov and Uleman (2003, Experiment 1), using
the false recognition paradigm, showed no differences in the magnitude of trait false
recognition between a self-paced condition and a rapid sentence presentation condition.
Fast stimulus presentation is generally used as a method of attentional overload (Bargh,
1994). In this study, however, the rapid condition was compared with an unusual self-
pace condition, and not with the typical 5 seconds presentation condition. This might be

an inadequate control condition, since it probably facilitates performance. Thus, we
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cannot know whether the spontaneous trait inference magnitude differed in both
conditions, compared with the typical 5-seconds condition.

Todorov and Uleman (2003, Experiment 3) further showed that a concurrent
digit recall task didn’t affect the number of false trait recognitions. In this study,
participants were presented with a number before the behavior, and after the behavior
they were given a number and asked to indicate whether it was the same or it was a
different number from the one previously presented (by pressing different keys).
Compared with the cognitive load task used by Uleman et al. (1992), this task is less
resource consuming, which might explain the different pattern obtained.

Using the savings in relearning paradigm, Crawford et al. (2007) also reported
no cognitive load effects on the magnitude of savings effects. Here, each behavior-
photo pair was presented for 12 seconds. The load manipulation was induced by
presenting a number and by asking participants to recall the number after each pair
disappeared.

Finally, Wigboldus et al. (2004) put participants under high or low cognitive
load while they were performing a recognition probe task. In the control condition (in
which the target was described as “human”) it was found that participants take more
time to correctly say that the trait probe was not presented in the sentence under high
than under low load conditions (Wigboldus et al., 2004, Experiment 2). However, the
procedure doesn’t allow us to clarify whether the cognitive load is directly affecting the
trait inference process or making the task more difficult in general. A better way to test
the efficiency of the trait inference process within this paradigm would be to request the
recall of the number before the probe word presentation and not after, as the authors did.

Based on this set of studies, we can conclude that the spontaneous trait inference
process presents some degree of cognitive efficacy (Crawford et al., 2007; Todorov &
Uleman, 2003). However, the process is not totally independent of available cognitive

resources, being disrupted under very high load conditions (Uleman et al., 1992).

2.3.4. Controllability
Controllability has to do with the amount of capacity to moderate or eliminate
the operation of a cognitive process (see Bargh, 1994; Logan & Cowan, 1984). In order

to control a process, perceivers must be aware of its influence (Strack & Hannover
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1996). Awareness is, thus, a necessary but not a sufficient condition for control to be
exerted. Motivation and capacity to override the process are also necessary elements
(Devine, 1989)

Few studies have directly addressed the question of whether spontaneous trait
inferences are controllable. In order to try to control spontaneous trait inferences
participants must, in the first place, become aware of their possible influence, and then
be motivated to eliminate their operation. Due to its natural features, the recognition
probe paradigm (Newman, 1991, 1993; Uleman et al., 1996) might produce such
conditions. Optimal performance in this paradigm implies that participants prevent trait
inferences (in fact, not only trait, but any type of inferences). Evidence for trait
inferences within this paradigm suggests that participants are not able to control their
occurrence. However, it is also observed that participants have better performance with
the progress of the experiment. For example, Uleman et al., (1996) reported evidence of
spontaneous trait inferences in the first, but not in the second, half of the experiment,
suggesting the possibility that that participants learned to have some control over the
process throughout the experiment. In other studies, however, no performance increase
was observed along trials (McKoon & Ratclifff, 1986; Wigboldus et al., 2003).

Instead of indirectly activating inhibitory processes, another way of studying the
controllability issue is by explicitly instructing participants to avoid trait inferences. The
only study that used explicit suppression instructions were conducted by Uleman and
Blader (2001; see Uleman, Blader, & Todorov, 2005). In this study, the savings in
relearning paradigm (Skowronski et al., 1998) was adapted in order to apply the PDP
procedure — Process Dissociation Procedure (Jacoby, 1991; Jacoby, Toth, & Yonelinas,
1993; Jacoby, Yonelinas, & Jennings, 1997). Participants were presented with behavior-
photo pairs under memory instructions. After different delays (no delay, 20-minute
delay, and 2-day delay) the previous photos were presented, and participants were asked
to provide their impressions of the actors using trait rating scales. In an inclusion
condition, participants were asked to remember the behaviors, and to use them in their
impressions. In the exclusion condition, participants were told that the behaviors were
randomly paired with the photos, so they should remember the behaviors and not be
influenced by them. In the inclusion condition, a higher probability of using the trait

implied by the behavior (compared with a baseline condition in which trait rating of the
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photos were provided without previous exposure to any type of information) is a
function of controlled and automatic processes. In contrast, in the exclusion condition, a
higher use of the implied trait will only occur when participants fail to control its
influence.

Results showed that participants’ trait ratings were influenced by both conscious
and automatic processes in the no-delay and in the 20-minute delay conditions. With a
long 2-day delay, however, the influence of controlled processes disappeared, while the
contribution of automatic processes remained significant. The influence of both
controlled and automatic processes diminished under the longer 2-day delay.

The controllability issue is a question open to empirical scrutiny. The
recognition probe paradigm might indirectly lead to an intention to control trait
inferences, and existing data suggest that some control over the process can be learned.
An attempt to directly address this question was made by Uleman and Blader (2001). In
this study, what was being tested, however, was whether the influence of a previous
spontaneous trait inference can be controlled, and not if the spontaneous trait inference
process itself is controllable. Results from this study suggested that participants have
some capacity to control the influence of previously presented behaviors in target
evaluation, under short delays. The control capacity is not total, since it doesn’t
eliminate the influence of automatic processes. Under longer delays, perceivers seem no
longer able to retrieve and control the influence of previous information, with automatic
processes still influencing responses.

It would also be interesting to explore whether attempts to control trait
inferences would result in ironic hyperaccessibility effects (Macrae, et al., 1994;

Wegner, 1994; Wegner & Erber 1992).

Evidence about the unintentionally, awareness, efficiency, and controllability of
the STI process suggests that the trait inference process presents a considerably degree
of automaticity. However, STIs seem not to be an unconditionally automatic process.
There are several reasons for this. First, the spontaneous trait inference process is
influenced by the type of processing goal. Low level processing goals reduce, and may
even eliminate, the occurrence of spontaneous trait inferences (Uleman & Moskowitz,

1994). In order to characterize the process as automatic, the mere attention to the
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behavior should result in similar levels of spontaneous trait inferences, independently of
the underlying processing goal. Second, there are studies in which participants report
some awareness of the trait inference process (Moskowitz, 1993a; Uleman et al., 1986)
and some studies report positive correlations between reported awareness and trait-cued
efficacy (Uleman & Moskowitz, 1994; Uleman et al., 1986; Winter et al., 1985).
Moreover, a general problem with awareness data is that it is generally based on self-
reports (Nisbett & Wilson, 1977). Third, high levels of cognitive load eliminate
spontaneous trait inferences (Uleman et al.,, 1992). Fourth, there is evidence that
participants can have some control over the influence of previous spontaneous trait
inferences (Uleman & Blader, 2001). Finally, several studies have shown that
individuals differ in the extent to which they engage in spontaneous trait inferences
(Caldwell & Newman, 2005; Moskowitz, 1993a; Newman, 1993; Uleman et al., 1986;
Zelli, Cervone, & Huesmann, 1996). Thus, contrary to Winter and Uleman’s (1984)
intuition, spontaneous trait inferences seem not to take place every time a behavior is
observed. These results fit well with data from other domains, which shows that most
cognitive processes cannot be described as totally automatic (see Bargh, 1989; 1992). If
processes systematically fail to show a restricted automaticity, we can question whether
testing the automaticity of a process is the most adequate research approach. A look into
the ambiguities that have surrounded the definition of automaticity (for reviews see
Moors & De Houver, 2006; Wegner & Bargh, 1998) will help us to better understand

how the STI process should be approached in these terms.

2.3.5. Conditional Automaticity View

Knowing whether human beings are mainly guided by automatic processes or
whether they have control over their actions and mental processes, represents a great
intellectual debate within philosophy (e.g., Dennet, 1984; 1991) and psychology (e.g.,
James, 1890; Bargh & Ferguson, 2000; Wegner & Bargh, 1998). Classic perspectives
(LaBerge & Samuels, 1974; Logan, 1980; Neely, 1977; Posner & Snyder, 1975;
Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977) classify cognitive processing
as either automatic or controlled. Automatic processes are viewed as possessing a
number of different features. According to these classic views, automatic processes are

initiated by the mere presence of the stimulus, and start without people’s intentions;
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once initiated they are difficult to alter or suppress (i.e., uncontrollable); they operate
rapidly and without people’s awareness; and they are not dependent on attention or
available cognitive resources (because of that, they can operate in parallel with other
automatic or controlled processes).

Controlled processes are defined by the opposite features. They are dependent
on people’s intentions, are controllable, conscious, and non-efficient. Because
controlled processes are dependent on attention, they operate in a serial manner. Some
authors (e.g., Bargh, 1992, 1994; Logan, 1985) argued that such dual processing
distinctions suggest a mutually exclusive and unitary view of automaticity*: Mutually
exclusive, because, despite interactions between the two types of processes were
admitted (Logan, 1980; Shiffrin & Schneider, 1977), processes themselves were
characterized as automatic or as controlled; and unitary because, in order to characterize
a process as automatic, all its components should co-occur. This would distinguish
automaticity from its component properties (Bargh, 1989, Fiske, 1989).

The dichotomy between controlled and automatic processes was crucial to the
development of the socio-cognitive literature, being at the core of many prominent dual
processing models that have great relevance in the explanation of diverse social
phenomena (Chaiken & Trope, 1999). This distinction has had probably an
incomparable impact on social psychology research, with numerous studies trying to
explore whether social perception, judgment, and behavior operate in an automatic way
(e.g., Bargh & Chartrand, 1999; Greenwald & Banaji, 1995; see also Bargh & Ferguson,
2000; Wegner & Bargh, 1998).

However, it was soon pointed out (e.g., Bargh, 1989, 1992, 1994; Logan, 1985;
Logan & Cowan, 1984; Paap & Ogden, 1981; Zbrodoff & Logan, 1986) that mental
processes should not be analyzed dichotoously as automatic or controlled. This unitary
view of automaticity was criticized both on theoretical and empirical grounds. From a
theoretical point of view, Zbrodoff and Logan (1986) argued that there are no bases to

defend a unitary view of the automaticity concept. In fact, while it is very easy to

* It is not clear, however, that attentional researchers generally endorsed a unitary view of automaticity.
As Moors and De Houver (2006), mention “a careful reading of the early writings by proponents of the
capacity view reveals that its interpretation as strict all-or-none is an overstatement” (p. 299). In fact,
Shiffrin and Schneider (1977), for example, admitted combinations between control and automatic
features, by saying that not all control processes are available to conscious perception, and that some
automatic processes require control in order to be initiated.
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conceive of processes that combine properties of automatic and controlled processes, it
is hard to conceptualize an example of a “pure” automatic process. In addition, seeing
automatic processes as unitary could be misleading in research terms. Researchers could
think that it was enough to study one of the features in order to characterize a process as
automatic, in what Bargh (1992) called an “automaticity by-default” approach.
Moreover, if a process satisfies one of the automaticity criteria, researchers could infer
that the other features were also present, since automatic components were said to co-
occur. Finally, if processes could only be characterized as automatic or controlled, how
would processes that satisfy some of the automaticity criteria, but not others, be
defined? Both the unitary and the mutually exclusive properties underlying the
automatic/controlled dichotomy seemed not to capture the full complexity of reality.

Experimentally, evidence consistently confirmed the idea that cognitive
processes tend to combine characteristics typical of controlled processes with
characteristics of automatic processes. For example, despite the fact that stereotype
activation was initially seen as an inevitable process (Devine, 1989; Purdue & Gurtman,
1990), it was shown that it is dependent on the level of individuals egalitarian beliefs
(Fazio, Jackson, Dunton, & Williams, 1995; Lepore & Brown, 1997; Moskowitz,
Salomon e Taylor, 2000), availability of cognitive resources (Gilbert & Hixon, 1991;
Spencer, Fein, Wolfe, Fong, & Dunn, 1998; but see Bargh, 1999), and that it varies with
previous expectancies (Blair & Banaji, 1996, but see Bargh, 1999), and processing
goals (Macrae, Bodenhausen, Milne, & Calvini, 1999; Macrae et al., 1997).

Even processes that were viewed as classic examples of pure automatic
processes were shown to present characteristics of controlled processes. Very well
learned automatized processes, such as walking, typing, or reading, need a certain level
of conscious intention to be initiated, and are highly controllable (Logan, 1985; Logan
& Cowan, 1984; Tzelgov, Henik, & Leiser, 1990; Zbrodoff & Logan, 1986). Encoding
of alphabetic letters, viewed as a prototypical automatic process, despite being
unintentional requires resources and interferes with secondary tasks (Ogden, Martin, &
Paap, 1980; Paap & Odgen, 1981). Another example is the Stroop effect (Stroop, 1935;
for a review see MacLeod, 1991), usually seen as highly uncontrollable and
unintentional, was shown to require some level of attention (e.g., Francolini & Egeth,

1980; Kahneman & Chajczyk, 1983; Kahneman & Henik, 1981; Kahneman &
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Treisman, 1984), and, recently, evidence for the controllability of the effect was also
presented (Tzelgov, Henik, & Berger, 1992; Tzelgov et al., Leiser, 1990). These
examples clearly support the idea that automaticity is not an all or none phenomenon
(for other examples see Bargh, 1989, 1992).

Considering these arguments, Bargh proposed an alternative view of the
automaticity concept (Bargh, 1989; 1992; 1994). Two central ideas can be extracted
from Bargh’s proposal. First, according to Bargh, automaticity is a multidimensional
concept. The four “horsemen of automaticity”, as Bargh (1994) described them, are:
efficiency, intentionality, controllability, and awareness. Contrary to previous
conceptions, these four components of automaticity were viewed as being highly
independent from each other, and were generally described as functioning in a
continuous way (see also Moors & De Houver, 2006). The implication of this view is
that the different automaticity features can be independently implied in the execution of
a mental process. Thus, different combinations of the four dimensions can be found
across different mental processes. The second central idea in Bargh’s proposal is that all
automaticity is conditional. The occurrence of any process, even of processes previously
taken as examples of automaticity, is always dependent on certain enabling conditions.
These enabling conditions can vary from process to process. Some processes may
require stimulus awareness; others may need some level of attention; and others may be
dependent on specific processing goals. Naturally, as Bargh (1989, 1992) stated, the
fewer the requirements, the more recurrent the process will be.

Based on his view of automaticity, Bargh (1989, 1994) recommended that
researchers study each component of automaticity separately, in order to establish the
minimum conditions for the occurrence of a process. The focus should be, not on testing
the existence of pure automatic processes, but on exploring the conditions of their
occurrence. This approach has a greater explanatory value. For instance, different
processes previously grouped under the same “automaticity umbrella”, vary in the
necessary conditions for their occurrence. Thus, used without distinction, the label
“automatic,” when applied to these different processes, can cast a shadow over the
(more relevant) underlying mechanisms.

According to Bargh (1989, 1992), by knowing the minimum conditions for the

occurrence of a cognitive process, one could then group the different processes in terms
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of their automaticity requirements. Bargh (1989, 1992) tried to formulate such a
classification. He analyzed diverse social processes that were studied in terms of
automaticity, and proposed that most of them could be classified in three automaticity
categories: pre-conscious automaticity (processes that not require conscious awareness
of the stimulus), post-conscious automaticity (processes that require attentional
awareness of the stimuli), and goal-dependent automaticity (processes that require both
conscious awareness of the stimulus and the existence of a specific processing goal).
Critical to our discussion, Bargh (1989; 1992) included the STI process in the goal-
dependent automaticity category. Based on the Uleman and Moskowitz (1994) findings,
the STI process was described as being conditional upon a meaningful processing of
behaviors. In fact, we presently know that STIs are not only conditional upon a
meaningful processing goal, but are also dependent on other factors. As previously
mentioned, research has been demonstrating that STIs occur under certain conditions,
but are undermined under other conditions (Uleman et al., 1992; Wigboldus et al.,
2003).

Although we agree that STI can possibly be described (from an automaticity
perspective) as a conditional process, we would propose that more crucial than defining
the STI process with a label (as being goal-dependent automatic, for instance; Bargh,
1989, 1992) is developing theories that describe the process. Such theories would
naturally incorporate conditions for the occurrence of the process, as well as inform us
about its pervasiveness. The explanatory inefficacy of automaticity labels (Bargh, 1989,
1992) is reflected in the more recent work of Bargh himself (e.g., Bargh, 1997; 2005;
Bargh & Williams, 2006), who no longer characterizes processes according to his
automaticity typology, preferring to use general definitions of automaticity (see Bargh,
1997; Bargh & Williams, 2006). We should mention that, in this way, Bargh might
contribute to a neglect of his own concerns about inaccurate definitions of automaticity.
In fact, Bargh continuously states that “social psychological phenomena are essentially
automatic” (Bargh, 1997, p.3), and argues in favor of the automaticity of daily life
(Bargh & Williams, 2006) and of complex social behavior (Bargh, 2005; Bargh &
Ferguson, 2000). However, no clear definition of automaticity is provided. Moreover,
conditions for the occurrence of the processes, as well as the conditional nature of

automaticity, seem no longer to be major concerns.
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We suggest that the best research approach in order to understand the
conditional nature of the STI process is by developing theories that are able to explain
its underlying processing mechanisms, and not by trying to diagnose the automaticity of
the process. This is especially true when we consider the ambiguities that still surround
the definition of automaticity. The question about how to define automaticity is an open
contemporary debate in the field (Bargh, 2005; 2006; Moors & De Houver, 2006). For
example, there is no consensus about what the components of automaticity are (e.g.,
should the four criteria proposed by Bargh be generally accepted?). We also don’t
know, at an experimental level, whether the different components are independent, or
overlap with each other. In addition, although Bargh’s (1989, 1994) definitions of the
features of automaticity are generally applied, it is not consensual how those features
should be defined. For example, although efficiency has been viewed as implying a
single resource pool with limited capacity by some researchers (Kahneman, 1973),
others have proposed a multiple resources view, in which different types of resources do
not necessarily interfere with each other (Navon & Gopher, 1979; Wickens, 1980; for a
review see Wickens, 2008). In the same vein, Moors and De Houver (2006) proposed a
distinction between different types of consciousness and controllability. Considering
these points, and having in mind the fact that automaticity features are seen as varying
in a gradual way (Bargh, 1989; 1994; Moors & De Houver, 20006), the
automatic/controlled dichotomy loses its meaning. It seems impossible to delineate a
line that can distinguish controlled from automatic processes.

In sum, we presented theoretical and empirical arguments that illustrate how the
distinction between automatic and controlled processes, although useful to stimulate
research, fails to capture the nature of most cognitive processes. If spontaneous trait
inferences are, just like other cognitive processes, conditional, it would seem more
important to understand what are the mechanisms responsible for the process and the
factors that regulate its operation. For this proposal, existing theoretical models of
inferential processes underlying general comprehension might be of important value

(e.g., McKoon & Ratcliff, 1992, 1995).

86



2.4. Spontaneous Trait Transference Effect

The tendency to attribute personality traits to individuals who are merely
describing someone else’s behavior has been known as the spontaneous trait
transference (STT) effect. The trait implied by the behavior that is being described is
transferred to the communicator himself. For instance, if John describes a dishonest
behavior performed by an acquaintance, John himself will be perceived as dishonest.
This effect was first demonstrated by Carlston et al. (1995, Experiment 4). In this study,
the savings in relearning paradigm was used, but participants were told that the photos
paired with the behaviors were not of the actors of the behaviors, but of communicators
who were describing the behaviors. Even in that case, however, a facilitation in learning
of the photos-traits pairs was observed, indicating that the traits implied by the
behaviors had became associated with the communicators.

In subsequent studies, the spontaneous trait transference process has been shown
to be a persistent and robust phenomenon. Spontaneous trait transference was
demonstrated to occur: (a) under cognitive load conditions (Crawford et al., 2007); (b)
when participants are informed about the nature of the effect, and are told to avoid it
(Carlston & Skowronski, 2005, Experiment 3; Skowronski et al. 1998); (c) after a 2-day
delay between the exposure and test phase (Skowronski et al. 1998) and; (d) with
impression formation instructions (see also Skowronski et al. 1998, Experiment 4). This
last result seems to be, however, in contradiction with results from Carlston et al. (1995,
Experiment 4), who found no evidence of transference effects in an impression
formation condition.

Skowronski et al. (1998, Experiment 2) also explored whether the transferred
trait has real consequences to the impressions formed about the communicators. In order
to test this idea, the learning and the recall tasks were replaced by a trait rating task. In
this study, both self-description and acquaintance description trials were included in
order to directly compare spontaneous trait transference and spontaneous trait inference
effects. Results revealed that communicators were rated higher on the trait implied by
the described behavior, in comparison with a condition in which they didn’t describe the
behavior (i.e., STT effect). Second, the magnitude of the transference effect was weaker
than the magnitude of the trait inference effect. That is, trait ratings were higher when

the trait was implied by a behavior performed by the actor (self-description condition)
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than when it was described by another actor (acquaintance description condition) (see
also Skowronski et al., 1998, Experiment 4). Third, the transference effect was only
observed with the implied trait and did not generalize to other traits (see also Carlston &
Skowronski, 2005; Skowronski et al., 1998, Experiments 3 and 4). Finally, it was shown
that the transference effect is independent of participant’s mistakenly remembering the
behavior as having been performed by the communicator (see also Skowronski et al.,
1998, Experiments and 4). In a last experiment (Skowronski et al., 1998, Experiment 4),
it was also shown that the transference effect occurs under more natural settings, for
example, when videos with the communicators describing the behaviors are used
(Skowronski et al., 1998, Experiment 4).

In a subsequent study, Mae et al. (1999), using both a relearning task
(Experiments 1 and 2), and a rating scale task (Experiment 3) showed STT effects even
when communicators are well known celebrities. Moreover, the transference effect was
independent of the traits being congruent, neutral, or incongruent with previous
knowledge about the celebrities. These results show that the spontaneous trait
transference effect is not limited to actors about whom participants have no previous
knowledge. In the same study, it was also demonstrated that the variable need for
cognition has no influence in the magnitude of the trait transference effect. Thus, the
tendency to engage in more systematic processing doesn’t prevent the biased
transference of a trait to its informant.

In sum, spontaneous trait transference seems to be a highly persistent
phenomenon. It emerges under a wide variety of circumstances, and is resistant to

participant’s attempts to control its occurrence.

2.4.1. Theoretical Accounts of STT

Skowronski and colleagues (Mae et al., 1999; Skowronski et al., 1998) proposed
a model of spontaneous trait transference, in which the effect is generally explained by
associative mechanisms. According to their model, the STT effect results from the
intervention of three processes. First, perceivers activate a personality trait during
behavior encoding (trait activation); then, the trait becomes associated with the
communicator (trait association), and finally, the formed association has the power to

implicitly influence subsequent impressions of the communicators (trait influence).

88



However, alternative explanations were also presented. Some authors argue
(Bassili & Smith, 2002; Skowronski et al., 1998) that it is entirely plausible that
participants attribute traits implied by behaviors to communicators because they assume
that communicators and acquaintances are familiar with each other, and for that reason,
should share similar personal characteristics. Alternatively, participants may reason
that, if a communicator had chosen to describe a specific characteristic of an actor, it
must be because he approves of it, or considers the attribute to be important for him.
Subsequent data made clear that these alternative explanations cannot totally explain the
trait transference effect occurrence.

Skowronski et al. (1998), for example, showed spontaneous trait transference
effects, even when participants are informed that photos and behaviors were randomly
paired. Under these conditions, there is no implicit personal theory that can justify the
attribution of traits implied by the behaviors to the persons in the photos. The
transference effect was shown also to be independent of participants’ perception of
approval or disapproval of the behavior by the communicator, and of the perceived
authenticity of the video (Skowronski et al., 1998, Experiment 4). Additionally,
transference effects were also observed with inanimate objects, in relation to which we
have no personal theories (Bassili & Smith, 2002). Thus, alternative explanations of
spontaneous trait transference based on implicit assumptions that participants may have
about the personality of the communicators are not adequate to explain the effect.

Another alternative interpretation for spontaneous trait transference effects is
that participants erroneously attribute traits to communicators because they confuse
self-describing and acquaintance-describing trials (Carlston & Skowronski, 2005). As a
result, they can mistakenly assume that communicators perform a behavior that they
were merely describing. This error may be the result of participants being inattentive to
the self or other nature of each trial during encoding (i.e., inaccurate encoding) or
because participants erroneously recall other-descriptions as having been self-
descriptions during retrieval (inaccurate retrieval).

In order to make clear that the descriptions were not self-descriptions, in all
existing studies, the gender of the actor of the behaviors was opposite to the gender of
the communicator. Additionally, several results contradict a confusion processing

hypothesis. Carlston and Skowronski, for example, doubled the encoding time to 20
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seconds in one of the studies (Carlston & Skowronski 2005, Experiment 1), and
incorporated a self pace presentation in another (Carlston & Skowronski 2005,
Experiment 2). If transference effects are dependent of an inaccurate encoding, the
effect should be reduced under these conditions. Encoding time manipulations,
however, had no effect in the spontaneous trait transference magnitude.

The transference effect is also observed when descriptions are manipulated
between-participants (Carlston & Skowronski, 2005, Experiment 2; Crawford et al.,
2007b). Since participants only received self or other-descriptions, there is little room
for confusions in this case. Finally, in order to rule out any hypothesis that participants
may forget the nature of the descriptions, Carlston and Skowronski (2005, Experiment
2) solicited the trait rating immediately after each sentence. Again, a transference effect
was observed.

Transference effects seem not to be explained by an inaccurate encoding, or
inaccurate retrieval of the identity of the actor. Instead, results seem to be better
explained by an associative mechanism (Mae et al., 1999; Skowronski et al., 1998).
Consistent with this view, no savings effect evidence to the narrator is obtained with

explicit impression formation instructions (Carlston et al., 1995, experiment 4).

2.4.2. Limits on STTs

In most of the studies that report spontaneous trait transference effects, the
behavior is presented with a photo of the communicator. This procedure may facilitate
the creation of an association between them. We can question what would happen if a
photo of the actor himself was incorporated in the encoding context. In this case, the
photo of the actor may capture the participant’s attention, preventing the establishment
of an associative link between the communicator and the behavior.

Crawford and his colleagues (Crawford et al., 2007; Crawford et al., 2008)
provided support for this hypothesis. They presented two photos on each trial. In some
conditions, one of the photos was of the actor of the behavior and the other photo was
of someone for whom the actor was describing his own behavior (i.e., a bystander). In
others conditions, one of the photos was of an informant (i.e., a person that is describing
a behavior performed by someone else) and the other photo depicted the target of the

behavior described by the informant. A savings effect was observed only for those who
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performed the behaviors (actors and targets), and not for bystanders and informants.
This pattern was shown both in a relearning task (Crawford et al, 2007, Experiment 1)
and in a trait rating task (Crawford et al, 2007, Experiment 2).

These results are in line with findings from Todorov and Uleman (2004) using
the false recognition paradigm (but see Bassili & Smith, 2002). Todorov and Uleman
(2004) presented pairs of faces with each behavior. One face was of the actor and the
other of a bystander. Results showed a larger false recognition effect when the implied
traits were paired with the actors’ faces than when they were paired with bystander
faces (Todorov & Uleman, 2004, Experiments 1 and 2). The same pattern was
replicated when the recognition test was presented one week after the study phase,
despite being weaker® (Todorov & Uleman, 2004, Experiment 3).

Thus, the presence of the actors of the behaviors during the encoding context
seems to eliminate, or reduce, the transference effect observed in previous studies. How
can the elimination of the effect under these conditions be explained? Crawford et al.
(2008) tested an attentional hypothesis, according to which the presence of the actor
captures participant’s attention, preventing the association between traits and
communicators.

In the first study, a probe attentional task was applied. After each trial, a probe
appeared in the screen, either in the position occupied by the actor, or in the position of
the other photo (the bystander or the informant, depending on the condition). If the
attention is captured by the actors of the behaviors, participants should take less time to
respond when the probe appears in the actor or target position, than when it appears in
the informant or bystander position. In the second study, a trait rating task was included
in place of the relearning task, and an attentional eye tracking measure that allowed the
recording of the continuous movement of participant’s eyes was used. In both studies, a
savings effect was observed for actors and targets of the behaviors, but not for
informants or bystanders. This pattern confirms the idea that presenting the actor of the
behavior eliminates the transference effect. However, the elimination was not explained
by differences in visual attention. In the first study, using the probe attentional task, no

differences in response times were observed. In the second study, participants made

* In this case performance was at chance level, which may indicate the use of guessing as a
response strategy.
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more saccades and spent more time looking to actors than to bystanders, in the self-
informant condition. In the other-informant condition there was no differences in the
amount of time and number of saccades between informants and targets. However, the
attentional pattern observed does not mediate trait ratings.

Todorov and Uleman (2004) also excluded an attentional explanation for their
results. In this case, they tried to equalize the amount of time participants look to each
one of the photos. Two sentences were presented with two different actors, with each
one of the sentences describing a behavior performed by one of the actors. Higher levels
of false recognitions were observed when the implying traits were paired with the
corresponding actors than when traits were paired with the control faces (i.e., the other
actor). Todorov and Uleman (2004) concluded that the effect cannot be totally
explained by the amount of attention, although they recognized that attention has some
level of influence since the effect was reduced under these conditions.

Based on these findings, both Todorov and Uleman (2004) and Crawford and
collaborators (Crawford et al., 2008) concluded that the elimination of the transference
effect caused by the presence of the actor of the behavior is due, not to a greater visual
attention directed to actors, but to the occurrence of a greater attributional processing.
According to this explanation, the presence of actors stimulates a deeper attributional
analysis, in comparison with a situation in which actors are not present. This
attributional processing prevents associations between traits and other individuals that
happen to be present during the encoding context. However, exactly how and why
attributional processes would disrupt the associative link between communicators and
behaviors was not clarified.

It must be also noticed that measures of visual attention give information about
the orientation of participant’s eyes, but is not informative in relation to what
participants are thinking, or about the contents of their working memory (Crawford et
al., 2008). It is possible that participants think more about the actors of the behaviors,
independently of their visual orientation. This would imply that the pattern can be
explained by stronger associative links between actors and behaviors, without
necessarily postulating that a qualitatively different attributional processing is occurring

for actors.
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Independently of the theoretical explanation, results prove that spontaneous trait
transference effects are not inevitable. Consequently, associative processes underlying
transference effects cannot be characterized as totally automatic and passive. The
presence of the actor impedes the creation of an association between the communicator
and the behavior, otherwise established. Why exactly the association is not formed
under these conditions is not clear. But the most plausible interpretation seems to be that
the creation of an associative link between other individuals present in the context and
the behaviors requires some minimal level of processing (probably not captured by
visual attentional measures).

Only one other study reported the elimination of the STT effect. Carlston and
Skowronski (2005, Experiment 3) asked some participants to recall the other or self
nature of the descriptions made by informants before they made trait ratings. For these
participants, the STT effect was not observed. Since warnings have no effect on STTs,
this result was explained by a specific retrieval mechanism. According with the authors,
participants opted to be more cautious in their ratings because they lack memory for
informants describing their behaviors. The more conservative responses impeded the
influence of previously formed associations. Hence, transference effects can be
eliminated either by presenting the actor of the behavior during encoding or by making

participants question the bases of their judgments.

2.5. Other Spontaneous Inferences

Despite the fact that research has been mainly focused on spontaneous trait
inferences, other types of meaningful social inferences probably can also occur
spontaneously. There are a number of meaningful inferences that can be extracted,
including gist, situational, predictive, or emotional inferences. All of them are highly
informative, and are essential to correctly capture the regularities of the social world.

The same arguments that are used to sustain the mechanization of the trait
inference process can be applied the occurrence of these other inferences (Uleman et al.,
1996). For example, we may argue that inferring an individual’s personality traits is
fundamental because it allows us to predict how others will act. However, if we don’t
develop a corresponding capacity to take into account the situation, the individual’s

goals, or the emotions they express, our ability to infer the dispositional rules of the
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social word will be compromised. In fact, if trait inferences were the only inferences
acquiring some level of automation, probably they would be highly unsuitable for the
individual’s adaptation. Perceivers would be constantly inferring dispositional traits,
independently of the situational constrains, individual history, or the specific goals
individuals pursue. We can imagine this as more harmful than beneficial for individuals,
more chaotic than stable. In line with this reasoning, a number of studies have shown

that other social inferences may also occur spontaneously.

2.5.1. Gist Inferences

Behavior gists are words that capture the general meaning of the behavior.
Essentially, they are words that summarize the action performed by the actor of the
behavior. For example, the gist word of the behavior “steps on his girlfriend’s feet” is
“dancing”, while the inferable trait is “clumsy” (for other examples, see Winter et al.,
1985). Pre-tests of the gist words for behaviors explicitly asked participants to report the
word that best characterizes the behavior activity, and results show that reported words
are different from trait words. Following the operationalization used in previous studies,
gist inferences describe what the individual is doing, while trait inferences describe the
meaning of the individual action in personality terms.

The first study showing spontaneous gist inferences was conducted by Winter et
al. (1985). They showed that trait and gist cues were equally effective in retrieving
behaviors. Later studies also reported the occurrence of spontaneous gist inferences
(Lupfer et al., 1990; Uleman & Moskowitz, 1994; Uleman et al., 1992), with gist cues
in these cases being even more effective retrieval cues than trait cues.

Other characteristics of the gist inference process were reported. Uleman et al.
(1992) demonstrated that gist cues became less effective with increasing levels of
cognitive load, although showing less interference than trait cues. Thus, gist inferences
seem not to be a totally cognitively efficient process. Uleman and Moskowitz (1994)
reported, first, that gist inferences tended to be either positively correlated or
uncorrelated with trait inferences, which means that they do not compete with each
other. Second, gist cues were generally more effective than trait cues in retrieving
actors. The gist of the behavior seems to become more strongly associated with the

actor than do the personality traits. Third, opposite effects of processing level were
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observed for gist and trait cues. While trait inferences increase with more semantic
processing goals, gist inferences show the reverse pattern, decreasing as the processing
goal becomes more semantic. In fact, evidence for gist inference is not obtained under
semantic goal conditions (i.e. analyzing the gender of each word). While trait inferences
tended to increase the more semantic is the processing goal, gist inferences tend to
decrease as the processing goal involves greater semantic analysis. In fact, evidence for
gist inference is not obtained under semantic goal conditions (i.e. analyzing the gender
of each word). This result is difficult to interpret and is inconsistent with other results
reported in the same article showing that instructions to ignore the meaning of behaviors
reduced the level of spontaneous gist inferences. Contrary to the previous data, these
results suggest that gist inferences are somehow dependent on semantic processing.
Existing studies that explored the occurrence of gist inferences have generally
obtained evidence for their spontaneity (Lupfer et al., 1990; Uleman & Moskowitz,
1994; Uleman et al., 1992; Winter et al., 1985). These findings fit well both with the
three stage model (e.g., Gilbert et al., 1988) and with the identification-inference model
(Trope, 1986) according to which the initial, more automatic, stage of behavior
encoding is its identification or categorization. Because inferring the gist of the behavior
may be seen as an intrinsic part of its identification it may be not surprising that

evidence for the spontaneity of the process is generally obtained.

2.5.2. Situational Inferences

One of the first studies exploring the existence of spontaneous situational
inferences was conducted by Lupfer et al. (1990). In this study, it was found that
situational cues were not effective in retrieving behaviors. However, this is not
surprising since behaviors were taken from Winter et al. (1995) and pre-tested to elicit
dispositional, rather than situational inferences. More remarkable was the effect of
adding situational or trait background scenarios. Dispositional background information
stressed the importance of characteristics of the actor to explain the behavior, while
situational background information highlight the importance of external constrains to
explain the behavior. Results showed that background information that encourages
situational inferences significantly increases the magnitude of spontaneous situational

inferences, but has no impact on spontaneous trait inferences. In contrast, dispositional
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background information boosts trait inferences, with no impact on situational
inferences. This suggests that spontaneous situational and trait inferences work
independently, and can both co-occur.

In this study, spontaneous situational inferences were shown to be affected by
cognitive load, but only in the situational background condition. In this case, situational
inferences were more likely to occur with unconstrained cognitive resources than under
cognitive load conditions. In general, participants reported almost no awareness of
making situational inferences and no correlation was observed between situational trait
awareness and situational-cue efficacy.

Since the behaviors in Lupfer et al.’s (1990) study were developed to elicit trait
inferences, direct comparisons between spontaneous trait and situational inferences are
not possible. Sentences specifically pre-tested to imply situational inferences were
applied in a study from Lupfer, Clark, Church, DePaola, and McDonald (1995; cited by
Uleman et al., 1996). In one of the experiments (Lupfer et al., 1995, Experiment 2), a
recognition probe task was incorporated between digits presentation, in an allegedly
digit memory task. The probability of participants incorrectly indicating that the probe
was part of the previous sentence was higher when trait probes followed trait implying
sentences, and when situational probes followed situational implying sentences,
compared with control conditions. In another experiment (Lupfer et al., 1995,
Experiment 3), trait implying or situation-implying sentences were presented as
distractors in a lexical decision task. Participants took less time and were more accurate
in identifying the word correspondent to the inferable situation after reading situation
implying sentences, and were better in identifying trait words after reading trait
implying sentences.

In the previous mentioned studies, spontaneous trait inferences and spontaneous
situational inferences were shown to occur for different behaviors. Ham and Vonk
(2003) demonstrated that the two types of inferences can co-occur for the same
behaviors. After observing critical sentences (e.g., John gets an A on the test)
participants have more difficulty rejecting implied traits (e.g., smart), and also to reject
implied properties of the situation (e.g., easy), than unrelated probe words (Ham &
Vonk, 2003, Experiment 1). Evidence for the simultaneous occurrence of spontaneous

trait inferences and spontaneous situational inferences was also obtained using an
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adaptation of the savings in relearning paradigm (Ham & Vonk, 2003, Experiment 2).
The observed savings effect was shown to be independent of the type of processing
goal. Specifically, instructions to form an impression about the actor, about the
situation, or about the event had no impact on the trait and situational savings effects.
Thus, spontaneous situational inferences occur regardless of participants having a trait
dispositional goal, and spontaneous trait inferences occur regardless of participant’s
being focused on the situational aspects of the event.

In sum, existing evidence shows that people spontaneously infer not only traits,
but also situational aspects of the events they observe. This data contradicts Gilbert
three stage model according to which people first make an automatic dispositional
inference, and only then correct it by considering the situational constraints of the
behavior (e.g., Gilbert et al., 1988).

Also, according to the reported studies on spontaneous situational inferences,
spontaneous situational and trait inferences are not mutually exclusive (i.e., the
occurrence of one type of inference does not eliminate the occurrence of the other).
Thus, despite the intuitive notion that people use traits and situations as alternative
explanations of behavior, empirical data do not support such notion. This pattern is also
consistent with findings from the attribution literature (Krull, 2001; Miller, Smith, &
Uleman, 1981; Solomon, 1978).

2.5.3. Goal Inferences

Inferring other’s goals and intentions is a fundamental ability of a social being.
If someone approaches us, it is crucial that we are able to quickly determine his
intentions. Is it his intention to harm us? Is it his intention to be kind to us? (Fiske et al.,
2007; Heider, 1958; Reeder, 2009). Because others’ actions are driven by their internal
goals, inferring those goals allow us to understand and predict others’ behavior. As
Moskowitz and Grant state (2009, p.6): “goals provide for us meaning about why other
people act the way they do”. It is not surprising that several theoretical approaches view
behavior has mainly explained by reference to intentions and motives (Malle, 1999;
Read, 1987; Reeder, 2009; Schank & Abelson, 1977).

Goals have long been recognized as essential constructs in person perception

(Lewin, 1951; Heider & Simmel, 1944; Heider, 1958). Heider, for example, considered
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intentionality to be the central factor in personal causality (Heider, 1958). According to
Heider, the first stage in person perception consists in exploring whether the actor had
the intentional goal to perform the observed action (personal causality) or whether the
action was made accidentally, or due to environmental forces (impersonal causality).
Only after defining the intentional nature of the action are deeper levels of causal
analysis explored. Despite Heider’s considering goal inferences as a basic step of person
perception, subsequent research mainly focused on traits. As Malle (2008, p. 165)
notice: “Although textbook entries... consistently laud Heider as the father of
attribution work, apparently the father’s words were not heeded”. In a similar vein,
intentionality is viewed as a pre-condition to correspondent inferences according with
the Correspondence Theory (e.g., Jones & Davis, 1965). If the behavior is performed
without intention, there is no basis to assume that it reflects something about the
personality of the actor. Recently, the multiple inference model developed by Reeder
(Reeder et al., 2004; Reeder, 2009) also puts emphasis on motives. The model assumes
that the perceiver typically make multiple inferences about behavior, including
inferences of motives and traits. Importantly, although the model assumes multiple
inferences are drawn, intentional behavior is primary perceived in terms of underlying
motives, according to the model.

According with the vision that goal inferences have a predominant role in person
perception, several studies have been consistently supported the notion that people tend
to conceptualize actions in terms of goals. For example, in a classic study, Heider and
Simmel (1944) showed that participants extract goal intentions even from the
observation of geometric figures movements. Authors conclude that “as soon as we
ascribe a certain movement to a figural unit and consider this unit as an animated being,
perception of motive or need is involved (Heider & Simmel, 1944, p.257).

Developmental studies confirm the early emergence of the ability to infer an
actor’s goals. It was shown that 9-month-old babies already show the capacity to
interpret behaviors in goal terms (Csibra, Gergely, Biro, Koos, & Brockbank, 1999;
Gergely, Nadasdy, Csibra, & Biro, 1995; Premack & Premack 1997; Woodward 1998).
Similar results were obtained with chimpanzees (Uller, 2004; Uller & Nichols, 2000),

suggesting that the mechanism to identify goals occurred early in evolutionary terms.
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Direct evidence that people spontaneously infer goals from behaviors was
recently provided by Hassin et al. (2005; see also Aarts, Dijksterhuis, & Dik, 2008; Van
der Cruyssen et al., in press). Using a cued-recall paradigm, Hassin and collaborators
(Hassin et al., 2005) demonstrated that goal cues are more effective in retrieving goal
sentences, comparing with control sentences (Experiment 1). The effect occurred even
when it was clear in the sentence that the goal was impossible to attain (Experiment 2).
The spontaneity of the goal inference process was also demonstrated in a recognition
probe paradigm (Experiment 3) and in a lexical decision task (Experiment 4). In all
studies, participants reported no intention or awareness of making goal inferences.
Additionally, Aarts et al. (2004) showed that goals inferred unconsciously influence
subsequent behavior, making participants more likely to act in agreement with the goal
(i.e., goal contagion).

Additional evidence that goal inferences can occur spontaneously comes from
the text comprehension literature. Studies in this domain have demonstrated that readers
make online goal inferences as they read action statements (Long & Golding, 1993;
Long, Golding, & Graesser, 1992; but see McKoon & Ratcliff, 1992 for a minimalist
view of comprehension inferences). These findings will be discussed in detail in the text
comprehension section.

In sum, existing studies show that goal inferences occur as automatically as trait
inferences (Hassin et al., 2005). In addition, some authors suggest that goal inferences
are not only as automatic as trait inferences, but may well precede trait inferences.
According with this view, inferences about goals play a central role in trait inferences
(Jones & Davis, 1965; Idson & Mischel, 2001; Read & Miller, 1993; Read & Miller,
2005; Reeder et al., 2002; Reeder et al, 2004; Reeder, 2009). Read, Jones, and Miller
(1990) provide support to this notion by showing that the extent to which a behavior is
related with a goal associated with a trait predicts both the extent to which the behavior
is rated as prototypical of the trait, and the probability of making trait inferences from
the behavior. Actually, the idea that trait inferences are dependent on inferences about
actors’ goals is at the center of the recently developed Social Dynamics Model (Read &
Miller, 2005) that states that, in order to make sense of others people’s actions,
perceivers construct narratives based on actor’s goals. The same idea is expressed in the

multiple inference model of Reeder (Reeder et al., 2004; Reeder, 2009), according to
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which inferences concerning the motives that drive the behavior of the actor guide the
trait inferences that are made about that actor.

Thus, as some have suggested (Aarts et al., 2008; Read & Miller, 1989; Read, et
al., 1990) it might be the case that goal inferences occur in an early categorization stage
of behavior processing. This is in agreement with Heider and Simmel’s (1944, p.257)
statement that “often the attribution to motive adds something and differentiates
between different interpretations of actions”. Thus, there are both empirical and
theoretical reasons that support a recurrent occurrence of spontaneous goal inferences.
However, even goal inferences are not unconditional and are probably constrained by

coherence requirements (McKoon & Ratcliff, 1992).

2.5.4. Others Spontaneous Inferences

Besides those previously mentioned, other social inferences have been shown to
occur in the absence of deliberative intentions. For example, McKoon and Ratcliff
(1986) provided evidence that people make predictive inferences online during text
comprehension. Uleman et al. (1996, Experiment 3) confirmed these findings using a
recognition probe paradigm. They compared trait and predictive inferences, and showed
that both inferences occur in similar degrees.

Counterfactual inferential thinking was also shown to come to mind in a
spontaneous way (McEleney & Byrne, 2006; Roese & Olson, 1997; Roese et al., 1995;
Sanna & Turley, 1996, 2000). Counterfactuals refer to thoughts about how an outcome
could have been different (Roese, 1997). It was shown, for example, that people
spontaneously report counterfactual thoughts, especially after controllable and negative
outcomes (McEleney & Byrne, 2006). However, in this study a thought report measure
was applied. This type of measure is not conclusive about the spontaneity question,
since participants may report thoughts that would not occur to them spontaneously.

Roese and Olson (1997) made use of a more indirect measure. In this case,
participants were given positive or negative feedback about their performance in an
anagram task. After the anagram task, participants responded to a series of filler
questions in which a counterfactual statement related with the previous task was
included (e.g., “my score could have been much different”). Results showed that

participants take less time to respond to the counterfactual statement after receiving
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negative feedback, which suggests stronger activation of counterfactual thinking. Thus,
it seems that counterfactuals can come to mind spontaneously, but the spontaneity is
constrained by the controllability and valence of the outcome

There is also research showing that people spontaneously infer emotional states
of observed targets (Ford & Milosky, 2008; Gygax, Oakhill, & Garnham, 2003;
Gernsbacher, 1994; Gernsbacher & Robertson, 1992; Gernsbacher et al., 1992;
Gernsbacher, Hallada, & Robertson, 1998). Gernsbacher et al. (1992) instructed
participants to read scenarios that implied emotional states, and showed that participants
took significantly less time to read a subsequent sentence that included the implied
emotional word than a sentence that included a mismatched emotional word
(Gernsbacher et al., 1992, Experiment 1 and 2; see also Gernsbacher & Robertson,
1992). In order to rule out the possibility that emotional activation could be occurring
only when subsequent sentences were being read, an obtrusive measure was included in
another experiment (Gernsbacher et al., 1992, Experiment 3). In this case, participants
were simply asked to pronounce words after reading the stories. Results showed that
words correspondent to the implied emotion were read much quicker than words
correspondent to the emotion opposite to the one implied by the stories.

The extraction of emotional states during behavior comprehension was shown to
be a process immune to cognitive load manipulations (Gernsbacher et al., 1998,
Experiments 1-3). Additionally, it was observed that participants take more time to read
sentences that included mismatch emotional sentences than match sentences,
independently of the implied emotion being explicitly mentioned in the text or being
merely implied by the story (Gernsbacher et al., 1998, Experiments 4). This set of
results led authors to conclude that readers automatically activate emotional knowledge
during text comprehension.

Murphy, Wilde, Ogden, Barnard, and Calder (2009) adapted the paradigm used
by Gernsbacher and colleagues (Gernsbacher & Robertson, 1992; Gernsbacher et al.,
1992) to study the occurrence of spontaneous moral processing. It was predicted that, if
participants make moral inferences as part of behavior comprehension, they should take
more time to read moral matching than moral mismatching sentences presented after

reading paragraphs with moral outcomes. Results confirmed the authors’ hypotheses. In
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addition, differences in reading times between match and mismatch conditions were not
affected by load manipulations, suggesting the efficiency of the process.

In line with these findings, Ham and Van den Bos (2008) obtained evidence of
occurrence of a specific type of moral inferences, justice inferences. The recognition
probe paradigm was applied in this study. Results showed that participants have more
difficulty correctly rejecting justice related words (e.g., just, fair) as not being presented
in previous sentences, after reading justice implying sentences than after reading control
sentences. Spontaneous justice inferences were shown to be especially strong for

personally relevant and unjust outcomes (Ham & Van des Bos, 2008).

2.5.5. The Multiple Social Inferences View

These studies suggest that spontaneous trait inferences are not the only kind of
social inferences that occur spontaneously. Existing studies show that other social
inferences can also occur in the absence of explicit intentions, and might function in a
similar way to trait inferences. Furthermore, studies that explored the simultaneous
occurrence of different kinds of spontaneous social inferences (Ham & Vonk, 2003;
Uleman & Moskowitz, 1994; Uleman et al., 1996, Experiment 3) have shown that
multiple social inferences can co-occur, without interfering with each other.

The view according to which multiple inferences can co-occur is not new, and
has been incorporated in several theoretical approaches. Uleman (1999), for example,
suggested that multiple, and even contradicting, social inferences may be activated until
the context disambiguates the relevant inference. Ham and Vonk (2003) presented a
similar theoretical perspective. Using the three stage models of attribution (e.g., Gilbert
& Malone, 1995; Gilbert et al., 1988; Krull & Erickson, 1995; Trope, 1986; Trope &
Gaunt, 1999) as a framework, Ham and Vonk proposed that multiple concepts and
inferences are activated in a first categorization stage. This multiple activation occurs
quickly and in a non-selective way, allowing the activation of unrelated or inconsistent
concepts. In a second stage, perceivers draw intentional inferences that are guided by
their current processing goals. Here, some of the previously activated concepts are
inhibited, while others are more strongly activated. Only in this stage, relevant concepts
are linked to specific actors about whom perceivers are forming impressions. In the

third stage, previous inferences are adjusted or corrected. The idea that various potential
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meanings are simultaneously activated, with the activation levels being subsequently
adjusted, is also a postulate of several approaches within the word comprehension
domain (e.g., Gernsbacher & Faust, 1991; Kintsch, 1988; Kintsch & Mross, 1985).

In the same way, the Automatic Causal Inferences framework (Aarts et al., 2008;
Hassin, 2005; Hassin et al., 2005; Hassin, Bargh, & Uleman, 2002; see also, Aarts &
Hassin, 2005) asserts that different spontaneous inferences, such as trait (Winter &
Uleman, 1984), goal (Hassin et al.,, 2005) and predictive inferences (McKoon &
Ratcliff, 1986), are included in a more general category of causal inferences. People
automatically infer several social inferences, as long as they are relevant to the causal
understanding of the event.

Finally, the multiple inference model (Reeder et al., 2004; Reeder, 2009),
despite not explicitly concerned with spontaneous inferences, state that the perceiver
make multiple inferences from observed intentional behavior, and those inferences are
integrated into a coherent impression about the actor.

Under certain conditions, different kinds of inferences can occur spontaneously.
Thus, we may consider whether different mechanisms and processes should be used for
explaining the occurrence of the different spontaneous inferences, or whether the
different spontaneous inferences should be explained within a common comprehension

framework (see Leddo & Abelson, 1986; Leddo, Abelson, & Gross, 1984; Read, 1987).

2.6. Open Questions

Since the initial article published by Winter and Uleman (1984), spontaneous
trait inferences research has experienced an enormous growth, providing results that
challenge the traditional view of the person perception process. However, despite the
exciting results provided by this new program of research, a number of questions are
still open to research query. For example, do the paradigms prove that trait inferences
occur during the encoding stage? Are spontaneous trait inferences descriptions of the
actor, or merely descriptions of the behavior? Should the process underlying
spontaneous trait inferences be described as inferential or associative?

These open questions suggest there is still a considerable ambiguity surrounding

trait inference research. Next, we will describe in detail these different debates, will
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look into the relevant empirical findings, and will discuss the implications of those

questions for the evaluation of the spontaneous trait inference program of research.

2.6.1. Inferences at Encoding Stage

The literature on spontaneous trait inference assumes that perceivers
spontaneously infer personality traits from behaviors during the encoding stage.
However, according with suggestions of several authors (Corbett & Dosher, 1978;
McKoon & Ratcliff, 1981, 1986, 1992; Wyer & Srull, 1989), results taken as evidence
that trait inferences are unintentionally made during encoding can be explained by the
operation of processes taking place only during retrieval. The principal concern is that

tasks can be contaminated by explicit processes.

2.6.1.1. The Contamination Problem

A great problem of developing tasks in order to study spontaneous trait inference
occurrence is the contamination problem (Jacoby, 1991). Within an implicit memory
framework (for reviews see Richardson-Klavehn & Bjork, 1988; Roediger, 1990;
Schacter, 1987; Shimamura, 1986), STI researchers have to face the difficulty of
developing conceptual implicit tests (Roediger, 1990). Implicit memory tests are, by
definition, those that are facilitated by previous experiences, without the participant’s
conscious recollection of those experiences. Implicit memory tests contrast with explicit
memory tests, in which participants are overtly instructed to recollect previous
experiences. Implicit tests can be perceptual (i.e., when they are dependent on
perceptive processing), or conceptual (i.e., when they are dependent on semantic
processing).

However, the fact that a test is named “implicit”, as Hourihan and MacLeod
(2007) note, does not ensure that the test is being performed in an implicit way; which is
in line with Jacoby’s claim that memory tests are not “pure” (Jacoby, 1991). Thus, in
order to accurately describe a test as implicit, it should be assured that performance is
not being contaminated by conscious recollection processes. Implicit conceptual tests
are particularly vulnerable to this problem because the same semantic processing that
facilitates performance on conceptual implicit tests also benefit explicit memory

retrieval (e.g., Jacoby & Dallas, 1981). The danger is that participants become aware of
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the relation between study and test phases, and use explicit recollection in order to
facilitate performance. If that happens, the test can no longer be considered implicit.

The contamination has been considered the major problem of conceptual
implicit memory tests (Butler & Berry, 2001; Hourihan & MacLeod, 2007). In a recent
analysis, Butler and Berry (2001) considered that all conceptual implicit memory tests
are questionable because they suffer from a general problem of contamination. They
argued that it is almost impossible to completely rule out the possibility that intentional
or conscious processes are intervening in such tasks.

Naturally, participants will only use conscious retrieval strategies if they realize
that such strategies facilitate their performance in the implicit test at hand.
Unfortunately, that is the case in most of the implicit conceptual tests, including those
applied in the STI domain. Using intentional retrieval strategies is generally
functionally-relevant for task performance. The solution would be to develop implicit
conceptual tests in which participants had no benefit of explicitly retrieving the previous
material (for a recent example of such a test, see Hourihan & MacLeod, 2007). Next,
we’ll see how the problem of alternative retrieval accounts, and the possibility of

contamination, are reflected in the different paradigms used in STI research.

2.6.1.2. Encoding vs. Retrieval

In cued-recall paradigms, it was suggested (McKoon & Ratcliff, 1986; Wyer &
Srull, 1989) that the trait cue efficacy can be explained by the fact that participants can
use the trait probe (e.g., friendly) as a cue to generate other semantic related cues (e.g.,
How may someone be friendly?), including the generation of typical friendly behaviors.
The generated associations, by its turn, would be likely to cue the previously presented
behavior. Thus, effects may be explained by the use of a backward associative
mechanism (Singer, 1979) that mainly reflects the associative strength between
generated new cues and sentences (McKoon & Ratcliff, 1986). Notice that it may well
be the case that participants are functioning in the same way as in behavioral pre-tests.
That is, they search for behaviors that are the best representatives of the given traits.
This made some authors conclude that “cued-recall experiments could not distinguish
inferences generated at recall from inferences generated at encoding” (McKoon &

Ratcliff, 1992, p.459).
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However, there are results that support the notion that encoding processes have
at least some influence in the trait-cued paradigm. For example, several encoding
manipulations were shown to affect trait-cue efficacy as, for example, varying encoding
processing goals (Uleman & Moskowitz, 1994) and depleting cognitive resources
(Uleman et al., 1992). However, these findings do not prove that retrieval processes are
irrelevant to the observed pattern.

Findings from other STI paradigms are also open to retrieval explanations.
Concerning the recognition probe paradigm, McKoon and Ratcliff (1986; see also
Keenan, Potts, Golding, & Jennings, 1990), asserted that the fact that participants have
more difficulty rejecting a trait implied by a previously presented sentence can be due to
processes taking place only after the probe word has been presented. The fact that probe
traits are highly compatible with previous sentences (still in short term memory) can
make the decision more difficult, independently of encoding processes. Specifically,
participants may use a context-checking procedure (Forster, 1981) at the time probes are
presented. By using this procedure, probes that are incompatible with the context of the
sentence are easily rejected, while probes that match the context are more difficult to
reject.

Uleman et al. (1996, Experiment 3) tried to rule out a retrieval account. They
assumed that, if participants are using a context-checking mechanism, when they find a
semantic match they will compare the probe word with the verbatim content of the
sentence. Because longer sentences would take more time to check, a positive
correlation was expected between sentence length and response times. Results,
however, showed no correlation between sentences length and response times, which
led the authors to conclude that a retrieval-checking account was not responsible for
their findings. However, it is not certain whether participants are actually comparing the
words of the sentence with the probe word. Given that quick responses are required, it is
more likely that they base their responses in checking mechanism based on the general
meaning of the sentences.

Results from the savings in relearning paradigm can also be explained, not by
encoding, but by retrieval processes. In this paradigm, it is typically observed (e.g.,
Carlston & Skowronski, 1994) that trait-photo pairs are learned more easily when

behaviors implying those traits were previously paired with the photos. This facilitation
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learning effect might be explained, not by previous trait inferences, but by the fact that
participants retrieve the presented behaviors during the learning phase (and possibly
also during the cue-recall task). To take an example, imagine that participants see a
photo of “John” paired with the behavior “Visited a sick friend at the hospital”. When
they see John’s photo again, they might remember that John was the person who visited
a friend at the hospital. Supported by the provided trait (“friendly”), an explicit trait
inference may occur during this phase. Additionally, when John’s photo is again
presented during the cued-recall task, the behavior may be again retrieved.

Aware of this fragility of the paradigm, Carlston and Skowronski (1994,
Experiment 2) tried to rule out a retrieval alternative explanation. In order to do that,
they included an interval of two days between exposure and learning phases and a
behavior recognition task at the end of the experiment. The level of correct behavior
recognition was relatively high (about 60% of correct responses). However, the savings
effect was observed even when behaviors could not be recognized, and it was
independent of the interval of time. A savings effect was also observed, although
weaker, after an interval of 7 days between exposure and learning phases (Carlston &
Skowronski, 1994, Experiment 3).

Finally, results from the false recognition paradigm (e.g., Todorov & Uleman,
2002) can also be explained by the intervention of behavioral retrieval and context-
checking mechanisms (Forster, 1981). Specifically, when trait-photo pairs are presented
for participants, and they are asked to indicate whether the trait was included in the
behavior previously paired with the photo, participants might retrieve the behavior.
Since the presented trait matches the general context of the behavior that was retrieved,
false recognitions are likely to occur. Thus, results can be explained without postulating
that a trait inference had occurred during encoding.

Contradicting a retrieval account, Todorov and Uleman (2002, Experiment 5)
showed a false recognition effect when 120 behaviors were presented at test; a condition
that would make behavior recall more difficult. Additionally, in order to test whether
the false recognition effect is moderated by correct behavioral recall, Todorov and
Uleman (2002) included both a recognition task (Experiment 5) and 