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1. INTRODUCTION
In a M|Gleo queue system

A is the Poisson process arrival rate,

a is the mean service time,

G(-) is the service time d.f. and, so,

o= j: -Gkt (1.1),

F () is the service time equilibrium d.f. whose expression is

F(0)=—[/[1-Gx)ks 1.2)

- p=2Aa is the traffic intensity,

B 1is the busy period length.

Note the importance of the busy period study, for this queueing system, because in it
any customer when arrives finds a server available. So the problem is for how long the servers
must be available that is how long is a busy period length.

The B d.f. has not a simple form and it can be written as (Stadje (1985))

P(B<t)=1 —k_lic*" (¢) (1.3)

*n

where ¢ is the nth convolution of ¢ with itself being
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()= 21 - Gle)e T (1.4).

Only for the service time d.f. collection given for (Ferreira (1998))

1—e L +p) A
Glt)=1- ( , 120, —A<B<L 1.
(t) ke‘p(e(“m[ —1)+k P e’ —1 (13

the expression (1.3) becomes simple:

A+PB

P(B<t)=1-22B(1— )0 120, -1 <p< (1.6).

e’ —1

This does not happen for the M|M|eo queueing systems (service time exponential) and so

we will give in this paper some simple bounds for P(B < t) in that case.

Finally note that if the p.d.f. allows the study of the distribution structure only the d.f.

allows the probabilities calculation.

2. BOUNDS FOR THE M|Mjo QUEUEING SYSTEM P(B<¢)

We can write c(¢) as

clt)=pf(t)e™" " 2.1)
_ dr(t)
where f(t)= ” So,
c()>pf(t)e 22)

and
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P(B<t)<1-n Zf*" e (2.3)
or

c(t)<pf(¢) (2.4)
and

P(B<t)=1-2" i F(t)p” (2.5)

f*" is the p.d.f. of the sum of » i.i.d. r.v. whose d.f. is given by (1.2). So the bounds
given by (2.3) and (2.5) depend only on p, A and F ()

()_1—1+e_%‘ 1A

For the M|M|x queue, G(t)=1—e_% and, so, f(¢)= . Then,
a o
_% " nl 0 n-1
*n _ e _ / *n n —n _/ —-np __
t)= = . And P “p"e™™ =
! () [ o J oc"(n—l) " Zf ,,Z:‘oc" — )
_ - —A Z 1 [E _ptjn—l ~ xe_p_a eke o _}\‘e—p{)e ——jl _ke_mrx:—l So
o = (n-1)\a
_p_l—pe"’
P(B" <t)<1-¢ " @ 2.6)

0 . 0 n—1 _ B 0 1 n-1
after (2.3). From (2.5), as »_ /™ (t)p" = Za”t(n N e %p" = ge %Z ) (gtj =
n=1 n=l — 1) n=1

_t
=\e /a e we conclude that

P(B" <t)z1-¢ © Q.7).
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The bound given by (2.6) is always less than 1.. The one given by (2.7) is positive only

for p<1.
_plzpe”, Lo, —pe” _ —po—
Otherwise ¢« >1—¢ @ _p_i2Pe’ c 17p, Izp=lope?
a (04 (04
szg pet> _poc o= ! — <0, p>0 and the bound given by (2.6) is always
o e - —e
greater than the one given by (2.7).
In Ferreira e Ramalhoto (1994) we proved that
G(t)e™ < P(B<t)<G(t) (2.8)
Consequentely
t
{l—e a}‘f’ <P(B" <i)<1-e 2.9)

The lower bound given in (2.9) is always positive, but for p <1 the one given for (2.7)

is better.

o lope”, - _ -p
As " Sl—e_%‘b—p—l pe tz—ic)—l L+ pe
o o o

tzpst>ae’ we

conclude that for ¢ > ae” the bound given by (2.6) is better than the one given by (2.9).

3. CONCLUSIONS

We presented bounds for P(B<t) that can be used for any service time distribution.

But they give simple expressions for exponential service times. It is even possible to compare

them in order to make the better option in their use through very simple rules.
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