ISCTE 2 1UL
REPOSITORIO

INSTITUTO UNIVERSITARIO DE LISBOA

Repositério ISCTE-IUL

Deposited in Repositdrio ISCTE-IUL:
2023-03-02

Deposited version:
Accepted Version

Peer-review status of attached file:
Peer-reviewed

Citation for published item:
Carvalho, L., Diogo, C. & Mendes, S. (2023). S-spectrum and numerical range of a quaternionic
operator. Journal of Mathematical Analysis and Applications. 519 (2)

Further information on publisher's website:
10.1016/j.jmaa.2022.126834

Publisher's copyright statement:

This is the peer reviewed version of the following article: Carvalho, L., Diogo, C. & Mendes, S.
(2023). S-spectrum and numerical range of a quaternionic operator. Journal of Mathematical Analysis
and Applications. 519 (2), which has been published in final form at
https://dx.doi.org/10.1016/j.jmaa.2022.126834. This article may be used for nhon-commercial
purposes in accordance with the Publisher's Terms and Conditions for self-archiving.

Use policy

Creative Commons CC BY 4.0
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:

e a full bibliographic reference is made to the original source
¢ a link is made to the metadata record in the Repository
o the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Servicos de Informagdo e Documentagdo, Instituto Universitario de Lisboa (ISCTE-IUL)
Av. das Forgas Armadas, Edificio II, 1649-026 Lisboa Portugal
Phone: +(351) 217 903 024 | e-mail: administrador.repositorio@iscte-iul.pt
https://repositorio.iscte-iul.pt


https://dx.doi.org/10.1016/j.jmaa.2022.126834

S-SPECTRUM AND NUMERICAL RANGE OF A
QUATERNIONIC OPERATOR

LUIS CARVALHO, CRISTINA DIOGO, AND SERGIO MENDES

ABsTRACT. We study the numerical range of bounded linear operators
on quaternionic Hilbert spaces and its relation with the S-spectrum.
The class of complex operators on quaternionic Hilbert spaces is intro-
duced and the upper bild of normal complex operators is completely
characterized in this setting.

INTRODUCTION

Let F denote the fields of real numbers R, complex numbers C or the skew
field of Hamilton’s quaternions H. Let T be a bounded linear operator on a
Hilbert space H over F, with inner product {.,.). The numerical range of T is
the image of the unit circle Sy ¢ H under the quadratic form f(z) = (Tx, x)
from H to F. In other words, it is the subset of F

Wr(T) = {(Tz,2) - ||z = 1},

where |z || = {z, x}é is the induced norm. The geometric structure of Wr(T')
depends on the ground field F. Namely, when H is a real or complex Hilbert
space, Wg(T') is a convex set, as stated by the Toeplitz-Hausdorff Theorem
(see |[GR]). However, when F = H, convexity of Wy may fail (even for one-
dimensional #). Throughout the paper we let W(T') := Wy(T) denote the
quaternionic numerical range of 7.

The numerical range of operators over quaternionic finite dimensional
Hilbert spaces was introduced by Kippenhahn [Ki| in 1951. For every quater-
nion ¢ € W(T) the similarity class [¢g] is contained in W(T) and for that
reason, we may choose for representatives of that class the complex numbers
s or s* in [q] n C. This observation led Kippenhahn to introduce the bild
of T, B(T) = W(T) nC, as a complex set that reflects many of the proper-
ties of W(T'). An example is precisely convexity: W (T') is a convex subset
of H if, and only if, B(T) is convex subset of C. However, the upper-bild
Bt (T) = W(T)nCT, is always a convex subset (here, C* denotes the closed
upper-half complex plane).
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There is a substantial body of work on the subject of numerical range
for operators on complex Hilbert spaces, both in finite and infinite dimen-
sion. Much different is the case of quaternionic linear operators. While
earlier studies on the quaternionic numerical range have been carried out
in finite dimension by the work of Kippenhahn [Ki|, Au-Yeung [Yell [Ye2],
So and Thompson [ST| and, more recently, Kumar [K| and the authors
[CDM1, [CDM2, [CDM3, [CDM4., [CDM5], there is a lack of results in infi-
nite dimensional, quaternionic Hilbert spaces. A possible explanation for
this is the nonexistence, until recently, of a suitable notion of spectrum in
the quaternionic setting. Although the spectrum is a fundamental notion in
physics, where a quaternionic model of quantum mechanics exists since 1936,
thanks to the work of Birkhoff and Von Neumann [BvN|, only in 2006 the
appropriate notion of spectrum was found. Colombo and Sabadini proposed
the notion of S-spectrum (see page 6 of [CGK] for an account on the his-
tory of S-spectrum) which lead to spectral theorems for quaternionic normal
operators, see [ACK]. It is worth mentioning that there are several books
devoted to functional calculus and to the spectral theory on the S-spectrum,
see for instance [CSS| and [CG].

In this paper we study the numerical range for bounded linear operators
on quaternionic Hilbert spaces and its relation with the S-spectrum, exten-
ding to the quaternionic setting some results of complex Hilbert spaces. In
addition, we generalize results from [CDM4] and [CDM5| on the shape of the
bild and the upper-bild to infinite dimensional quaternionic Hilbert spaces.

The organization of the paper is as follows. In Section 1 we introduce
concepts and the theory that provides a background for our work. In Section
2 we show that the S-spectrum and the closure of the numerical range are
invariant under approximate unitary equivalence (Proposition. The class
of complex operators on a quaternionic Hilbert space is introduced and it is
proved that the S-spectrum of a complex operator is given by the similarity
classes of its C-spectrum, see Proposition In Theorem it is shown
that the S-spectrum is contained in the closure of quaternionic numerical
range. Section 3 is devoted to the study of the numerical range of complex
operators on quaternionic Hilbert spaces. After describing the bild of T
(Proposition , a characterization of the upper-bild as the convex hull of
the sets W(T') n Ct, W(T*) n C* and two real numbers v and v is obtained,
see Theorem In Section 4 we focus on the case of normal operators and
we show that every quaternionic normal operator is approximately unitarily
equivalent to a complex diagonal operator (see Proposition . We are
then able to prove that the closure of the upper bild of T is the convex hull
of og(T) n C* and the above mentioned real values v and T (see Theorem
[£.2). Finally, the theory developed so far is applied to characterize the real
numbers v and T, from pairs of eigenvalues of T' (Theorem [4.7)).
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1. PRELIMINARIES

The division ring of real quaternions H is an algebra over R with basis
{1,4,7,k} and product given by 2 = j2 = k? = ijk = —1. The pure
quaternions are denoted by P = spang {7, j,k}. The real and imaginary
parts of a quaternion ¢ = ag+a1i+ azj +ask € H are denoted by Re(q) = ag
and I'm(q) = ayi+agj +ask € P, respectively. The conjugate of ¢ is given by
q* = Re(q) — Im(q) and its norm is |q| = 1/q¢*. Two quaternions ¢, go € H
are called similar, and we write g1 ~ ¢, if there exists s € H with |s] = 1
such that s*gas = ¢1. Similarity is an equivalence relation and the class of ¢
is denoted by [¢]|. A necessary and sufficient condition for the similarity of
q1 and gy is that Re(q1) = Re(gz) and |[Im(q1)| = [Im(q2)|-

We now briefly recall the definition of quaternionic Hilbert space (see
[CGK|, Chapter 9] for a detailed account). A right H-module H is called
a right pre-Hilbert space if there exists a hermitian inner product {.,.) :
H x H—H, (z,y) — {x,y), satisfying the following properties:

(1) (ra +yb, w) = (z,wya + (y, w)d,
(i0) (x,y) =y, )%,
(791) (x,z) >0, and (x,z) = 0 if and only if x = 0,
for all z,y,w € H and a,b € H. It follows that
(x,ya + wby = a*(x,y) + b*(x,w).

If H is complete with respect to the norm ||z|| = /{z,z), x € H, then H is
called a right quaternionic Hilbert space.

In this paper, we consider ‘H to be separable, i.e, there exists a countable
orthonormal basis {e, : n € N}. Consequently, every x € H can be uniquely

written as
o0

e9)

T = Z enlx,en) = Z enln,
n=1 n=1

where x,, = (x,e,) € H, for all n € N. Every separable Hilbert space H is

isometrically isomorphic to £2 = (2(N,F) = {(z,)n, € FN : 3 |2 |* < o0} via

the map = — ({x, €, ))nen, With = (z)n.

A right linear operator T'isamap T : H — H such that T'(z+y) = Ta+Ty
and T'(xa) = (Tx)a, for all x,y € H and a € F. We denote the set of all
right linear bounded operators on ‘H by B(H). To have a linear structure
on B(H), the Hilbert space H needs to have a left H-module structure (see
[CGK|, Chapter 3]).

The norm in B(#H) is |T'|| = sup {|Tz| : |z| = 1}. The adjoint of T' € B(H)
is the operator T* € B(H) which satisfies (T'z, y) = {x, T*y), for all x,y € H.
As in the complex case, an operator T' € B(H) is said to be self-adjoint if
T* =T, anti-self-adjoint if T* = —T', normal if T*T = TT* and unitary if
T*T = TT* = I, where I is the identity operator. We denote by U(H) the
group of unitary operators. An operator T' € B(H) is said to be compact
if (T'x,,)n has a convergent subsequence, for every bounded sequence (xy,),
of H. Recall that a bounded linear operator T is invertible if, and only if,
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T has a dense range and 7' is bounded from below, the latter meaning that
there exists k£ > 0 such that |Tz|| = k|z| for every x € H. The group of
invertible operators is denoted by B(H)~!. See [CGK| Chapter 9] for further
details on B(H).

Given T € B(H) and ¢q € H, we define the operator Ay(T) : H — H by
A (T) =T? —2Re(q)T +|q*I. Clearly, Ay(T) is a bounded linear operator.
The S-spectrum of T, og(T), is defined by

os(T) = {geH:A(T)¢BH)™'},
- {q € H : ker(Ay(T)) # {0} or ran(A(T)) # 7—[}

The S-spectrum og(7') is a compact nonempty subset of H and it is always
contained in the closed ball of radius |T'|| around origin B(0, |T|) (JCGKl
Theorem 9.2.2]). One can show that ¢ € og(T') is equivalent to [q] € os(T).
The set of right eigenvalues is the set

or(T)={qeH: Tx = xq, x € H\{0}}.

Clearly, 0,(T) € 05(T) (see [CGK| Proposition 3.1.9]). In particular, if H
is finite dimensional then o, (T) = o5(T).

We end this Section by recalling that the quaternionic numerical range of
T € B(H) is the subset of H given by:

W(T) = {{Tz,z): x € Sy},

where Sy = {z € H : ||z|| = 1} is the unit sphere of Sy;. Note that Sy is
the boundary of the unit ball B(0,1) ¢ H. It follows from the definition
that the numerical range of T is invariant under unitary equivalence, that
is, W(T) = W(U*TU), for every U € U(H), that W(T) is contained in the
closed ball, B(0,|T|), and when T is self-adjoint, W(T') c R.

We always have o,(T") € W(T), for every bounded operator T' € B(H).
In fact, if A € 0,.(T) and x € Sy is a corresponding eigenvector, if we write
Tx = z), then (T'z,z) = (A, ) = A € W(T). Hence, W(T') contains all
right eigenvalues of T

A simple computation shows that ¢ € W(T') is equivalent to [¢] € W(T).
Therefore, it is enough to study the subset of complex elements in each
similarity class, i.e, the bild B(T") of T,

B(T) = W(T) ~ C.

Au-Yeung found necessary and sufficient conditions for the convexity of
W(T) (see [Yell, [Ye2]). Although the bild may not be convex, the upper bild
BT(T) = W(T) nC* always is. The convexity of the upper bild was shown
in the particular case where T is a n x n quaternionic matrix. The proof
reduces to the 2 x 2 case, see [ST, Lemma 2.4]. A similar reasoning can be
applied to the infinite dimensional case.

Theorem 1.1. Let T € B(H). The upper bild BT (T) is convex.
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2. S-SPECTRUM AND QUATERNIONIC NUMERICAL RANGE

We start this Section with the notion of approximate unitary equivalence.
In view of Proposition 2.3 below, it is enough to characterize the S-spectrum
and the closure of the numerical range up to approximate unitary equiva-
lence.

Definition 2.1. We say that 7', R € B(#) are approximately unitarily equiv-
alent, and we write T' ~, R, if there exists a sequence (U, )neny € U(H) such
that lim,_,« |U,RU} — T = 0.

From the group structure of U(H), it can easily be shown that ~, is an
equivalence relation on B(H).

Let B(H) be endowed with the metric induced by the uniform topology.
A sequence (T},), © B(H) converges to T € B(H) uniformly, and we write
T,, — T if, and only if, |T,, — T| — 0.

An immediate consequence is the following property for the S-spectrum.

Proposition 2.2. Given a sequence (Ty,)n, < B(H), if T,, = T then
limsup o5(T},) € o5(T).

+0

Proof. We begin by recalling that limsup og(T,) = N2 uX_, 05(1},). Let
q € limsupog(T;,). There is a sequence (ng); < N such that ¢,, € 05(T},)
and gn, — ¢. Since T, — T then Ag, (Th,) — Ag(T). We know that
Gny, € 05(Tny,), or, in other words, that Ag, (Tn,) is a non invertible opera-
tor. Since the set of non invertible operators is closed then A4(7T') is a non
invertible operator or, again in other words, that q € og(T). |

We are now in condition to show that the S-spectrum and the closure of
the numerical range are invariant under approximate unitary equivalence.
Proposition 2.3. Let T, R € B(H) and suppose that T ~, R. Then,

(i) 0s(T) = 05(R);
(ii) W(T) = W(R).

Proof. Let (Uy)y, be a sequence of unitary operators such that U, RU} — T.
From Proposition2.2] we have og(R) = og(U, RU}) = limsup o5(U,, RU})
0s(T) and equality (i) follows by symmetry.
To prove (ii), fix A € W(T) and choose a vector u € Sy such that A\ =
(Tu,uy. We have
iy |\ CRUZ0, U] =l (T = Ua RO 0] = 0.

Since U u is a unit vector for all n € N, A e W(R), and since A € W(T') was
arbitrary, W(T) € W(R). The equality follows by symmetry. [ |

For every orthonormal basis £ = {e,, : n € N} of H, there is a decomposi-
tion of H defined as follows. Let Hc = spanc{€} denote the right C-vector

c
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space with orthonormal basis £. Every u € H, can be written as

u = Z enlu, en) = 2 enln

neN neN

= Z en(Tn + ynj) = Z enTn + 2 enYnj
neN neN neN

=z +yJ,

where u,, = (u,e,) € H, and z,, = {(x,ey),yn = (Y, en) € C (n € N). Hence,
there is a decomposition with respect to the basis £

H = Hc @ Hej, (2.1)

where Hc is a C-vector space, and every vector u € H decomposes uniquely
as a sum u = x + yj, for some z,y € Hc. For convenience, we sometimes
write H multiplicatively as H2, and represent u € H as a pair (z,y) € 7-[(%.
It should be noted that neither H¢ nor Hcj are H-vector spaces. Here, @ is
used as a direct sum of real spaces.

Moreover, the H-inner product {.,.» on H restricts to a C-inner product
on Hc denoted (., H¢. In fact, given z,y € Hc, we have:

(x,y)c = <Zenxn,26mym> = iy € C.

Endowed with the inner product {.,.)c, Hc becomes a complex Hilbert
space and we may relate the norm of a vector u = = + yj in H with the
norms of the correspondent vectors x,y in Hc

& +yil?* = [2I* + lyl?, (2.2)

since <.Z',y]> = _<y]7 CC>

The notion of complex operator on a quaternionic Hilbert space H, which
we now introduce, is central in our work. It allows us to define the C-
spectrum of a complex operator and relate it with the S-spectrum.

Definition 2.4. An operator T € B(H) is called a complex operator if there
is an orthonormal basis £ = {e,, : n € N} of H such that

(T(eyn),emy€eC, forevery n,meN.

We observe that this class contains the normal operators, up to approxi-
mate unitary equivalence.

Let T € B(H) be a complex operator with respect to the basis €. Then,
there is a decomposition of H as in for the basis £ and we can consider
the restriction 7| := T}y, : Hc — H of T Of course, this is nothing more
than the composition of the maps He — Hc @ Hej =H — H,Tj =T oy,
where ¢ : He — He @ Hcj is the injective map «(z) = x + 0j. Although 7]
is not a H-linear map, since Hc is not a H-linear space, we easily conclude
that it is a right C-linear map on H¢. The linearity being easy, let us show
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that 7}(Hc) € He. Take z € He. We have
Ti(x) =T (x) = T(E ena:n) = ZT(en)xn,
n n
and since T is complex,

(Ti(@), em) = { Y T(en)nsem ) = Y (T (en)s emyn € C,

for every e, € €. Hence, T|(Hc) S Hc and, for every r+yj € H = Hc®Hcj,
we have
T(x+yj) = T(z) + T(y)j = Tj(z) + T)(y)J.

It is well known that one needs H to be a two-sided H-vector space in
order to define a vector space structure on B(H), see the discussion in page
136 of [CSS|. However, Hc was defined as a right C-vector space only. It
turns out this is enough to have a right C-vector space structure on the set
B(Hc) of bounded right C-linear operators on Hc. In fact, given A € C
define for S € B(Hc),

(S-N(x) := S(zA).
Then, for every z,y € Hc and every a € C,
(S-N(x+ya) =S(x+ya)\) = S(zA + yar)
= S(z\) + S(yN)a = (S - N)(x) + (S - N (y)a.

An example is the right multiplication by a complex number X\ which is the
right linear operator Iy, - A € B(Hc) given by (Iy. - A)(z) = zX (z € Hc),
where I3, denotes the identity operator on Hc. In particular, if 7' e B(Hc)
is a complex operator, then for every A € C, T' — I3 - A belongs to B(Hc).
Next definition of C-spectrum is the natural notion of spectrum in right
complex Hilbert spaces.

Definition 2.5. If 7' e B(#) is a complex operator, the C-spectrum of T is
the subset of C given by

oc(T) :=oc(T) ={AeC:T) — Iy - A is not invertible in B(Hc)}.

Next result characterizes the S-spectrum of a bounded complex operator
in terms of the C-spectrum.

Proposition 2.6. Let T be o complex operator defined as above. Then
os(T) = [oc(T)],
where [oc(T)] = Useoe(r) Al
Proof. In the proof we wil make use of the following equality
A\(T)x =T(Tx —xzX) — (Tx — xA)\*. (2.3)
First we show that og(T) € [oc(T)]. If A € 05(T), then Ay(T) is not

invertible, that is, Ay(T") is not bounded below or its range is not dense in

H.
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We start by assuming that Ay(7") is not bounded below. We will show
that T} — Iy - A or T} — Iy - A* are not bounded below by contrapositive.
Suppose that T} — Iy - A and T} — I3 - A* are bounded below. Then there
exists C,C’ > 0 such that

|ITjx — 2| = Clzf| and |Tjz" — 2'\*|| = C'|2'|, Vx,2" € He.
Therefore, using (2.3]), we have
[ANT)z|| = [T|(T}z — 2A) — (Tjz — 2M)A*| = C'|Tjz — 2A| = CC|z],

and so A)(7]) is bounded below.

Now to see that Ay(T') is also bounded below, take u = x + yj € H and
using that Ay(7T) is complex we have

[ANTu? = ATz + Ax(T)yi]? (2.4)
= [Ax@z]® + | AN(T})ys I

(€T (Jl[* + 1y]*)
(CC)?|ul. (2.5)
So we conclude that, when A)(T') is not bounded below, T| — I - A or
T} — I3 - A* are not bounded below and therefore A € oc(T') or A* € oc(T™).

Now, again by contrapositive, we will show that if Ay(7T) has not dense
range in H, then T} — Iy, - A or T — I3, - \* have not dense range in Hc. So
suppose that 7] — I3 - A and T} — I3, -A* have dense range in Hc. Take z € Hc.

Then for every ¢ > 0 there is y € Hc such that ||z — (1] — Iy, - A\")y| < e.
On the other hand, for such y € Hc, there is © € H¢ such that

ly = (T} = Iy - Nz|| < e (2.6)
We have, using (2.3) and putting § = Tjz — A,

\%

o = Ax(@a] = |z~ (7] Te - Al
< Jo = (@) = Due - Ayl + (T} — e - M) - )]
< e+ |1 - B M@ - )]
< e+ [Tl +A)  (rom @)).

Thus, Ax(7}) has dense range. For h € H such that h = hy + haj, choose
7,y € Hc such that Ay(T})x is close to hy and Ax(T])y is close to hg. Since

ANT)(z+yj) = Ax(T))z + (A)\(T‘)y)j, we see that thereisu =x+yj e H
such that Ay(T)u is close to h.

To prove the converse inclusion, it is enough to show that oc(T") < og(T).
Let A € oc(T) and suppose that 7| — I3, - A is not bounded below. From
continuity of T} — I3 - A*, given € > 0, there is § > 0 such that ||(7} — I3 -
A)y| < e, whenever [ly| < d. Since T} — I3 - A is not bounded below, there
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T|xf:c/\
[l

is x € Hc\{0} such that |(T} — Iy - \)z| < d|z|. Take y = . Then

|yl < d and A/\(T\)”%H = Ty — y\*. Therefore, since |y|| <,
ITiy —yA*| < e & |AxTjz| < ef]

and so A)T} is not bounded below. By a similar reasoning as before, we
conclude that A\T is not bounded below.
On the other hand, if the range of T} — Iz, - A is not dense, that is,

ran(T] = Iy - A) # He, since ran(T) = Iy - N) = (ker(T)* = Iy - A*))*, we

have that ker(T|* — Iy - A*) # {0}. Therefore, T}* — Iy - A* is not bounded
below and, in particular, A\* € UC(T‘*). Since Ay T‘* = AAT‘* and from the
previous case we conclude that A\T* is not bounded below and AT is also
not bounded below. Therefore, A € 0g(7*) and from [GMP| Proposition 4.7]

we have A € og(T).

As an illustration of the above result we compute the S-spectrum of the
quaternionic backward shift operator.

Example 2.7. Let H be the quaternionic Hilbert space £2 of square summa-
ble sequences. Let (ey), be an orthonormal basis of £2(N, C) regarded as a
basis of £2(N,H). Let T € B(¢?) denote the backward shift operator, defined
by T'(e1) = 0 and T'(e,) = e,—1 for all n = 2. Since o(T) = Bc(0,1) (see
[Mul, Example 2.3.2]), it follows from Proposition that os(T) = Bu(0,1).

Here, Br(0, 1) denotes the closed unit ball in F.

Now we compute the quaternionic numerical range of the backward shift
operator. This example shows that, contrary to the finite dimensional case,
W(T) is not closed and therefore not compact, in general. Although this
computation is similar to the complex case (JGR], Example 2|), we include it
for the sake of completeness.

Example 2.8. Let T € B(¢?) be the backward shift operator. Since |T|| = 1,
then W(T') < B(0,1). Clearly, s = 0is an eigenvalue of 7 and for 0 < |s| < 1,
T(s) = D=1 €ns" € H is an eigenvector of T for s, i.e, Tz, = z(5)s. Hence,
B(0,1) € o.(T) € W(T') < B(0,1). To show that the quaternionic numerical
range is the open unit ball, suppose that there was A € W(T) such that
|A| = 1. Then, there would be a unit vector x € Sy with A\ = (T'z, ). Since
|T|| = 1 we would have

1= [N = KTz, z)| < |Tz|]x] < 1.

The Cauchy-Schwarz inequality implies that Tz = xA. Let x = Y} - enan €
2. Tt follows that Dins1 Enlnil = D=1 €nanA. Then |a,| = la1], for all

n € N, which is impossible since = € ¢? and therefore A cannot belong to
W(T). We conclude that W(T") = B(0, 1).
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Contrary to the finite dimensional case, where we always have og(T) =
o.(T) € W(T) for every n x n matrix T, for infinite dimensional Hilbert
spaces this is no longer true, as the above examples shows since og(T) =
B(0,1) but W(T') = B(0,1). However, the result holds true for the closure
of W(T') for every operator T' € B(H).

The next two results appeared first in [MBB|. We include them with a
proof for convenience of the reader.

Theorem 2.9. Let T € B(H). Then os(T) < W(T).

Proof. Let ¢ € 0g(T). Then A,(T) is not invertible, that is, Ay(T) is not
bounded from below or A,(T) does not have dense range.

First suppose that A4(T) is not bounded from below. Then, there exists
a sequence of vectors x,, € Sy such that lim, ,o |Ay(T)zy| = 0. If Ty, —
xnq = 0 then ¢ is a right eigenvalue of T' and therefore ¢ € W(T'). Suppose
Txy, — xnq # 0. Using the Cauchy-Schwarz inequality, we have

KAG(T)n, T — 2ng)| < [Ag(T)wn | [T2n — 2ng]

and therefore
li%<Aq(T)xn, Tx, —xnq) = 0.

Taking into account that Ay(T")z, can be written in the form
Aq(T)xn =T(Txy — xnq) — (Txn — anm*a
we get
nh_{%o<Tyn ~ Ynq", yny = 0,
where y, = LZn=Ind  Gg limy, oolTYn, yn) — ¢* = 0. As each Ty, yn) €

T Tzn—zng|”
W(T), then ¢* € W(T) and so g € W(T).

Now suppose that A,(T') is bounded from below but A,(T") does not have
dense range. From [CGK| Theorem 9.1.14] we know that ran(A,(T))t =
ker(A4(T*)). Soran(Ay(T)) = ker(Ay(T*))+ # H. Therefore ker(A,(T*)) #
{0}. From Proposition 3.1.9 of [CGK] we have that ¢ is a right eigenvalue of
T*. Since W(T*) = W(T'), we conclude that ¢ € W(T). [ |

This result allow us to establish a relation between the S-spectral radius
and the numerical radius of a bounded linear operator in . Recall that, for
T € B(H) the S-spectral radius of T is defined to be the nonnegative real
number

rs(T) :=sup{lq| : g € o5(T)}.
It is known that rg(T) < |T'|| (see [GMP) Theorem 4.3]). The quaternionic
numerical radius of T'€ B(H) is defined by

w(T) :=sup{|A|: N e W(T)}.

The quaternionic numerical radius shares some properties of the complex
numerical radius, namely:

w(T+S5) <w(T)+w(S) and w(T)=w(T"), (2.7)



S-SPECTRUM AND NUMERICAL RANGE OF A QUATERNIONIC OPERATOR 11

for T, S € B(H). However, w(-) fails to be a norm even for finite dimensional
quaternionic Hilbert space (see [CDM5|). But we still have the following
relation between the spectral radius, numerical radius and the operator norm.

Corollary 2.10. Let T € B(H). Then
r(T) < w(T) < |T| < 2(T).

Proof. 1t follows from the previous result and from the Cauchy-Schwarz in-
equality that, for any 7' € B(H), rs(T') < w(T') < |T'||. It remains to see that
|7 < 2w(T). In fact, we can write

|7 +77 1T =T
2 2

and since T+ T™* and T'— T are normal operators, from [R2, Theorem 3.3]
we have

1T <

1
IT| < zw(T+T*) + 5w(T —T%).

~ N =

From (2.7) and since w(aT
2w(T).

= |lajw(T), for o € R, we conclude that |T'| <

3. QUATERNIONIC NUMERICAL RANGE OF A COMPLEX OPERATOR

In this Section, we consider T' € B(H) to be a complex operator as in
definition Every such operator can be uniquely written as a sum of a
self-adjoint operator and an anti-self-adjoint operator

1 1
T = 5(T+T"‘)+§(T—T"‘) (3.1)
- H+3S,

with H and S complex normal operators.

We aim to characterize the quaternionic numerical range of a complex
operator. By similarity of the elements of W(T'), it is enough to characterize
the bild. From this, we obtain the shape of the upper bild in terms of the
complex numerical range and two reals values, the infimum and supremum of
the real elements in que quaternionic numerical range. The finite dimensional
case was treated in [CDMS5].

Proposition 3.1. Let T € B(H) be a complex operator. Then,
B(T) = {(Tz,z) +{T*y,y) : (x,y) € Sp2,{(T = T%)y,z) = 0}.
Proof. For an element w in W(T), there is u = = + yj € Sy such that
w = {(Tu,u)

= (T(z+yj) (x+yi)
= <TJ?,ZE>—]<TJC,y>+<Ty,$>j—j<Ty,y>]
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Since (T'z,y),{(Ty,y) € C, it follows from [Zh, Theorem 2.1] that

w = (Tz,z) =Tz, y)"j + Ty, z)j +(Ty,y)"
= Tz,2)+y,Ty) + (Ty,z) — T*y,x)) j
= (Ta,z) +<{T*y,y) + (T = T%)y,x)j.
Since T'— T* is a complex operator and x,y € Hc, then (T — T*)y,xz)j €
span{j, k}. Hence, w € B(T) if, and only if, (T — T*)y,z) = 0 and (z,y) €
Sz, and we conclude that w = Tz, x)y +{T*y,y). [ |

From Proposition an element w € B(T) is of the form
w = (Tx,z)+{T"y,y)

= O[2<T:USa I'S> + (1 - 062)<T*yg, yS>>
where (z,y) € Spz, T = |z|zs,y = |y|ys and a? = |z|?. It follows that

B(T) < conv {Wc(T), Wc(T*)},
where Wc(T') denotes the complex numerical range of 7. An immediate
consequence is that if We(7T') = We(T™) then B(T') = W (T). The converse
is also true. In fact, if B(T)) = W(T), using that (Wc(T))* = We(T™),
we have (B(T))* = Wc(T™). Therefore, B(T') = We(T™) and so W(T) =
We(T*). In addition, from Toeplitz-Hausdorff Theorem we conclude that

B(T) is convex. Therefore we can establish a result that also holds for finite
dimensional Hilbert space, see [CDM5, Corollary 3.8]).

Corollary 3.2. Let T € B(H) be a complex operator. Then W (T) =
We(T*) if, and only if, B(T) = Wc(T). Moreover, B(T) is convez.

Next result characterizes the upper bild of a complex operator T' € B(H)
in terms of the (upper) complex numerical ranges of T' and T*, and two real
numbers v and T. In fact, since B(T') n R is a bounded, convex set and thus
an interval in R, we may define

= inf B(T)nR
= sup B(T) nR.
Theorem 3.3. Let T € B(H) be a complex operator. Then,

BH(T') = conv {WZ(T), Wt (T*),v, v},
where v = inf B(T) n R and v = sup B(T) n R.

Proof. From W¢(T) € Wi (T) we have that W (T') € B*(T). On the other
hand, from (Wg(T))* = Wu(T) we have Wi (T*) < B*(T). Since the

SIS

closure of the upper bild B*+(T') is convex and contains v and T, we conclude
that

conv {WZ(T), W (T*),v,v} < BHT).

To prove the converse, let w € B+ (T'). Then, w = limy wy, for some se-
quence (wg)x in BT(T). Since wy, € BT (T) for every k € N, from Proposition
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We know that for some (xp,yi) € Syz such that T = T*)yx, 1) = 0 we
have
wi = Tk, z) + T Yrs Yoy
|2k P T gy 5.0 + Nyrl>T*ys ks ys 6
= agpwig + (1 — ag)wa,

with oy, € [0, 1], Wk = <T$S,k7513§,k> and Wo = <T*y§,’k,ygyk>.

Note that (wq k) © We(T) and (wo ) © We(T*). Hence, we have con-
vergent subsequences, say, (w1 k,, )m — wl, (w2 k, Jm — w? and (ag, )m —
. Thus, wy,, = ag,, w1 k,, +(1—ag,, )wak,, converges tow = aw'+(1—a)w?.
In other words, considering if necessary subsequences, we see that w is a con-
vex combination of w! = limy, w1, and w? = limg wy k. At this point, the
proof split into three cases.

Case 1. If (wy i)y lies in W (T) and (wg )k lies in W (T*) then wy, lies

in conv {WZ (T), W& (T*), v, v}, and so does w = limy wy. This follows from
the fact that the convex hull of bounded closed sets in C is closed.

Case 2. Suppose (w1 ) lies in W (T') and (wo ) lies in W (T*). Take
a subsequence (wq k,wa k)k such that {wy x, wor} & R. If such subsequence
does not exist it means that, for a certain p € N, we have that w; x, wo ) € R,

for every k > p. Note that, since C- "R = C* n R we have W (T) nR =

We(T) nR = WE(T) N R and therefore, when wjj, lie in R necessarily
wyy € WE(T) nR. Tt follows that wy g, wo, € WZ(T) for k > p. This
was treated in case 1. On the other hand, when such subsequence exists,
which we still denote by (w1 k, wa k), for simplicity, let 7, = [w g, wo ] "R
for every k. Since wy € [wi, wa k] is an element of the upper bild, then

wy, € [1h, war]. We observe that [wy ,ws k] is contained in the bild B(T).
In fact, an element of [wy i, wo ] is of the form agw 4 (1—ay)ws i, for some
ay € [0,1], where wy j, = (T'z1 i, 215 and wo i, = (T* 29, 221, for 21 1, 22 €
Sye and (T = T*)zo 4,215y = 0. Now, simply take zj, = Vagz and
Yk = v/1 — o221, in Proposition and one see that [wy , wa ] < B(T).
Hence, 1 € [v,7]. Therefore, wy can be rewritten as a convex combination

of wa i, v and ¥ and so wy, lies in conv {Wd (T*),v,v}. Taking the limit it
follows that w € conv {Wg (T*),v,v} S conv {WZ (T), W& (T*), v,v}.

Case 3. When (w1 )x lies in W (T) and (woy)i lies in Wi (T%), is
similar to Case 2. |

4. S-SPECTRUM AND NUMERICAL RANGE OF A NORMAL OPERATOR

From Theorem we have that og(T) € W(T), for every T' € B(H). It
follows that o (T) < B*(T), where o (T) := og(T) n C. Since v,v €
B*(T) and the upper bild is a convex set, we conclude that

conv{o$(T),v,v} < BH(T).
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When T is a quaternionic normal operator, the above inclusion is an equality,
as we now prove. We begin by showing that every quaternionic normal
operator T' € B(H) is approximately unitarily equivalent to a certain complex
diagonal operator D € B(H).

Proposition 4.1. Let T € B(H) be a normal operator. Then there exists a
diagonal operator D € B(H) with respect to an orthonormal basis {e,, : n € N}
of H, such that T ~, D, where D(e,) = endy, and d,, € CT.

Proof. By the Weyl-von Neumann-Berg Theorem for quaternionic operators
[R1, Theorem 3.4], there exists a diagonal operator D € B(#H) and a compact
operator K € B(H) with |K| < e such that T = D + K, for every € > 0. It
follows that T ~g4 D.

Let, for every n € N, De,, = end,, and let u,, be the element of Sp such
that quJnun € C*. Let U €e U(H) be given by Ue,, = enuy,. It follows that
D is unitarily equivalent to the diagonal operator D = U*DU. Moreover,
De,, = e,d,, for every n € N, with d,, = u;cznun € C*. By transitivity
T ~4 D. |

Theorem 4.2. Let T € B(H) be a normal operator. Then

BH(T) = conv{c§(T),v, v},
where v = inf B(T) n R and v = sup B(T') n R.

Proof. Tt remains to prove that

BH(T) < conv{c{(T),v,v}.
From Proposition there exists a diagonal operator D € B(H) such that
T ~q D. By Proposition [2.3, we have W(T) = W (D) and so B*(T) =
B*(D).
Since D is a complex operator as defined in Proposition .1 we have
We(D) € Ct, We(D*) « C. Hence, Theorem implies that

BT (D) = conv{Wc(D),v,v}.

From |GRl Theorem 1.4-4] we know that W¢(D) = conv{oc(D)}. Since
conv{oc(D)} = conv{cd (D)} and o5(D) = o5(T) (see Proposition the
result follows. |

Now we characterize v and v for quaternionic normal operators T € B(H).
We will see that these two real values are constructed from pairs of eigenval-
ues. As mentioned above, T' ~, D, where De,, = e,d,,,d, = hy, + spi € CT,
for every n € N, and W(T) = W(D). Since D is a complex operator, the
decomposition can be written, upon restriction to Hc, in the form

D=H+S=H+S-i,

where H = H, | and S = —§| -1 are diagonal operators. Specifically, He, =
enhy and Se, = e,s,, with h, e R and s, € Rar. Clearly, we have D — D* =
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2S5 - 1. Thus, from Proposition we may write the bild of D in the form
BD) = {H+S-i)z,z)+{(H-S5-1)y,y): (x,y) € Sz, (Sy,z) = 0}
= {(Hz,z)+ (Hy,y) + ((Sz,2) =Sy, p))i : (z,y) € Syyz, (Sy,z) = 0}.
So, the real elements of the bild are of the form
B(D)nR = {{Hx, z)+(Hy,y) : (z,y) € Syz, (Sy,z) =0, (Sz,2) = (Sy, )}

Therefore, in order to characterize v (and ) one needs to find the infimum
(supremum) of the real function

f(z,y)

(Hz,x)+ {Hy,y) (4.1)

e 9]
5 bl + yel?)

k=1

for (x,y) subject to

(D) (Sz,x) =<{Sy,y),  (ANSy,z) =0, (L) (z,y) € Syz.
These pairs (z,y) define a domain Q@ < H. In fact, (z,y) € HZ verifies
(I, (IT),(II1) if, and only if, (z,y) is in the fiber Q = ¢ 1(0), where ¢ =
(1,02, ¢3) and ¢; : HZ — C (i = 1,2, 3) are given by

0

pr(ey) = Sz =Sy = 3 se(lel - lul?)
k=1
o0
poz,y) = (Sy,xy= ) spriuk
k=1
(e8]
p3(z,y) = (may+ @y —1= ) |+ |wl> - L.
k=1

The strategy of the proof reduces to the numerical range of normal N x N
matrices (see [CDM4]), followed by a passage to the limit. Concretely, we
begin by considering the N x N diagonal matrix Dy = diag{d;,ds,...,dN}
and proving that v is smaller than v, where vy is the minimum of B(Dy)n
R, that is, the minimum of the function

fn:Qn — R
N
Ity = 7 (ol + lul?) (42)
k=1
over a domain Qy < C2V, defined by
Oy = {(z,y) e C*N : pN(z,y) = 0}, (4.3)

with & = (o, ¥, V), the ¢V being the finite analogues of ¢; defined
above.

To begin with, we restrict to the case where there is a j € N such that
sjxjy; # 0. The case where s;x;y; = 0 for any j € N will be dealt in the
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proof of Theorem [.7] For simplicity assume that j = 1 and therefore we
assume now that we are in the case where si|x1||yi1| > 0. Note that condition
(IT) implies that

0

0 < silailly] < D selwwllyel (4.4)
h=2

We will consider two cases.
Case 1. si|z1||y1| < 277, sklzrl|yrl-

Since s1|T1y1] < Do Sk|@k||yk, there is an M such that for N > M,

N

0< 31|$1y1| < Z sk|:rk||yk| (4.5)
k=2

Lemma 4.3. Let (z,y) € Q. If silziy1] < Dpes skl@kl|ykl, then there is
M € N such that for N > M, there is (2,y') € C*N with

2y| = |zl |yl =lwel, k=1,...,N,
and @y (¢, y') = 0.
Proof. Chose N according to (4.5)) and let (&,9), (Z, ) € Sgan, with

Ty =2 = |ok|, Uk = |ukl, k=1,...,N,
gl = |y1|a :l:/k? = _|yk|7 k= 2a"'7N' (46)

From condition we have 02 (%, ) > 0. From and , it follows
that o) (#,9) = s1|z1|jy1] — Sas sk|zk]|ys] < 0. On the other hand, path
connectedness of IIY_S(0, |zx|) x S(0, |yx|) implies that there is a continuous
path v : [0,1] — T2 S(0, |xx]) x S(0, |yk|), joining (2,9) to (&,¥), where
7(0) = (2,9) and v(1) = (&, 7). Since 5 0(0) < 0 < @5 oy(1), by continuity
there is a tg € [0, 1] such that ¢ oy(tg) = 0. Take (2',9') = v(to). Since each
coordinate of 7 is over a sphere of constant radius, it is clear that |z} | = |zy]
and |y| = |yk|,k=1,...,N.

|

We now associate to each vector z in £2 or in C" a new vector 2. Itz € 0
the vector is z; = (|z1/,]22/,...) € £}, in the case that z € C" then let
2z = (|21)%, 12202, . . ., |2n]%,0,0,...,0) € £'. We will show that, for x,y € £,

(7, y)) can be approximated by a vector with finite support which belongs
to the domain (2.

Lemma 4.4. Let (x,y) € Q. Then there is (2°,9%) € Q with finite support
such that

£

(fﬁ,g)l) —y (:1:||,y||), as & — 0. (4.7)
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Proof. Fix € > 0 and choose N > % such that

o0 e 0]

3 3
D oselalP <z and > splukl® < 5. (4.8)
2 2

k=N4+1 k=N+1

Note that N exists since S is bounded. From condition (4.5) we have that
x #0and y # 0. Pick M from lemma [4.3| and let N, > max{N, M}. Then
there is (2',y) € C*= such that ¢y°(2/,y') = 0. Let

@) = W), (1.9)

Ne 2 _ (|2

| Sy s (el — lunl?)

with n. = [(v/1—a:2',y)| and a. = = . Such a. €
b1 Skl Tk|?

[0,1) is well defined since by hypothesis s1|z1| > 0; and n. # 0 since the
vector (z/,y') in Lemma [4.3]is chosen in a way that y} = |y1] > 0.

Moreover, we have that a. — 0 as ¢ — 0. In fact, since (z,y) € Q,
1(z,y) = 0. From (4.8) and (I) it follows that

Ne o'} e}
Sosk(lel = lel)| = (2 sl =) = D sk (leel? = lol?)
k=1 k=1 k=N:+1
e o] Q0
< D slmlP Y selul
k=N:+1 k=N:+1
< &

First we will show that (z¢,7°) € Q.. From definition of a. and Lemma

[4.3], we have

1| &
oY@ T) = — [2 s ((1 = a)fag? - |y;|2)]

e
k=1
1 <« 2 2 . 2
= | 2 sl = el?) = Y el
[ = k=1

= 0.

Also, Lpévf(fs,ge) = 7””_%%4,09[5@’, y') = 0and cpévf (z%,5°) = 0, since (Z%,7°) €
Scen. . Therefore, (z°,7°) € Q..

Now, we will define a vector based on (z%,%°), which is in Q, and prove
that this vector converges to (z|,y)) as ¢ — 0.

Let 2 € H be given by &}, = x7, for 1 < k < N, and 0 for £ > INV,, and let
y° be defined in the same way. Note that, since (z°,7°) € Qn_, (2°,7°) € Q.
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We have, from (4.9), that

o 6]
25 -2yl = Y [#4 — 2]

k=1
Ne 0

= S EP =l Y el
k=1 k=N:+1
N¢ [oe}

1—«

= Dl = =P+ D)l
k=1 ng k=N:+1
1 — . —n2 *

N LT

13

k=N:+1

Since oz — 0,n. — 1 and Y7 |z|? — 0 as e — 0, it follows that
H:?fﬁ —z|[l@ — 0. Analogously, we can show that Hg)ﬁ —(llr — 0 and 1'

follows.
[ |

Case 2. 0 < si|o1ly1] = 2575 s|ellysl
Part of the proof of case 2 is analogous to case 1, so we only give details
of the new arguments.

Lemma 4.5. Let (z,y) € Q. If s1i|lzayi| = Do Sklzkl|ykl, for every e > 0,
there is M € N such that for N > M, there is (z',y) € C*N and 0 < t' < ¢

such that
xy =]z 2 =t v =V Inl? =1,

$§§:_|$k|7 y],g:|yk|7 k:27"'aN7
and O (2',y') = 0.

Proof. Without loss of generality, assume that |z1| > |yi1]. Consider the
function

&[0, [y1*] —> [0, s1laa|[y1]

£(t) = siv/ |z 2 — t/ | |2 — t.

Note that £ is continuous, strictly decreasing and onto. Therefore, it has a
continuous inverse £ 1. From hypothesis, we have:

E (silally)) = €7 <Z 5k|$k||yk|> = 0. (4.10)

k=2

By continuity of £ 1, for all £ > 0, there exists 6 > 0 such that

0 N
¢t (Z 3k|$k||yk|) —-¢! (2 8k|xk||yk|)

k=2 k=2

<e,
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whenever
o0 N

D selwrllyel = D skl lyel| < 6.

k=2 k=2

From (4.10), it follows that

N 0
‘5_1 (Z sk|xk||yk|> < e, whenever Z sklekl|lye| < 0. (4.11)
k=2 k=N+1

For N € N satisfying ZZO:NH Sklxk|lyk| < 0, there is at’ < e, in particular
=&t (ZIJCV:2 5k|33/<:||2/k|>7 such that

N

§t) = D sulzrllye] = s1v/ |2 ]> = /[ ]> = ¥/, (4.12)

k=2
Define (2/,3) € R?V as
¥ = \/|331|2—_t/7 yi=+|nP-t,
Therefore, from (4.12) we have

N

N
0 (@ y) = X sy = siv/|m P = 0Nl = ¢ = D sklaallyk| = 0.
k=1 k=2

Lemma 4.6. Let (x,y) € Q. Then there is (2°,9%) € Q with finite support
such that

£

(:fzsl,gjl) — (:1:||,y||), as & — 0. (4.13)

Proof. Fix € > 0 and choose N > % such that

o0 a0

e €
DU oselaplP <5 and ) selul? < S (4.14)
2 2

k=N+1 k=N+1

Pick M from Lemma {4.5[ and let N > max{N, M}. Then there is (2',y') €
C?Ne such that @) (2/,y) = 0. We will now proceed as in Lemma 4.4 All
the steps are very similar to those in the lemma, for that reason we will only
give an overall explanation. We start by creating a new vector

@ 5) = =0y
Ne

S sl = il?)
with n. = |(v1—az2/,¢/)| and ac = N e
Zkil 3k:|xk|

We can prove, as before, that az — 0 as ¢ — 0 and that (z°,7°) € Qn._,
(that is p™=(Z°,7°) = 0). We then define a new vector (2°,4°) € H, with
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27, =y, for 1 < k < N; and 0 otherwise, §° is defined in the same way. We
then prove that |} — = [n — 0 and |7} — y) o — 0 as e — 0. [ |

In both case 1 and case 2 we proved the existence of a vector with finite
support in  that converges to (x,y)) (see Lemma and Lemma .
So, now we are able to characterize v and T in Theorem [£.2] for a normal
operator T € B(H).

For each pair (k,j) with k& # j, we introduce the real numbers ¢,; =
min[dk,d;-‘] NR and ¢;; = max[dk,d;-‘] N R, where di = hyp + sii are the
eigenvalues of T, that is, 0,(T) = | J, dx. Note that if s, > 0 or s; > 0
then Ckj = Ckj however in the case where s, = s; = 0, we have Chj =
min{hy, hj} < max{hy, h;} = ¢;;. Furthermore, define

c=inf{c,; : k,jeN, k#j} and ¢=sup{c;: k,jeN, k#j}.

Theorem 4.7. Let T € B(H) be a normal operator such that o.(T) = | J,, di,
with dy = hg + sgi, sp = 0. The

3

v=c and U =C.

Proof. In the proof we only deal with v = ¢. The other equality follows the
same reasoning. From Proposition it is enough to consider a diagonal
complex operator De, = epdy with d = hp + sgi, sp = 0. We wish to
prove that for any (x,y) € Q, f(z,y) > c. For a given (x,y) € Q, let
K'={jeN:|x;|*> + |y;|* > 0}. We will start by considering the case where
sjxjy; = 0 for any j e K'.

Let So = {j € N:s; = 0}. If j € Sp then, for any k € N, ¢c;;, = h; (if
sk # 0) or ¢, = min{hy, hi} (if s = 0), clearly h; = cj, = ¢. Thus

f(z,y) :Z hi(lz;? + [y )

J
= > bl + 1y ) + D0 bl + Jys )

j€So JeEK
2 Y (|2 + lyi1) + D (s + lys).
J€SO Jex

where, for the given (z,y) € Q, we let K = {j € N: |z;]* + |y;|* > 0,s; > 0}.
Then to prove that f(z,y) > c we just need to see that X ;cx hi(lzi* +
ly;1?) = gzje,c(|mj|2 + |y;|?). If K = & we are done, so we assume that
K # &. Since s;z;y; = 0 and j € K, we either have x; # 0 and y; = 0,
or z; = 0 and y; # 0. From condition (I), it follows that there are k,j € K
with k # j. For such pairs, from the definition it results that

s s

d + hj k .
Sj + Sk Sj + Sk

Crj = h

— Sj

2
a
a?+b2 T sjtsy and

Then if spa? = sjb2, for reals a and b, we have that

therefore
hia? + h;b? = <a2 + bQ)ij > (a2 + b2>g, (4.15)
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the inequality being trivially verified if a = b = 0.
Furthermore, if sya? = Zje,c\{k} sjb?, for reals a and b; with k € K,

partioning a® = Zje,c\{k} a? with ska? = S]’b?, we conclude, using 1}
that

ma®+ Y hpR= Y (gl + b /(a + ) b2> (4.16)
jeRN ik} jek\{k} jekV ik}

Now, from condition (I), since Yoy Sk|Tk|* = Dper SklTE]> = Zje,c sily;l%
it is a tedious computation to verify that the vectors y*) € Hc given by
1

0 =y sl )
ke Skl Tk|?

satisfy for each coordinate j € K, |y;|* = Zjelc\{k:} |yj(.k)|2 and, for each k € K,

k
selerl® = 2 e\ iy silytPPR.

Then,

O e Y bl = 2 e+ Y (Y 1)

kel jek kel jex kel\{j}
=3 (hla+ Y hilP) = 2(|a:k|2+ > P
ke jeR\{k} keK JjeR\{k}

where the last inequality follows from (4.16)). Since > cxc Dliex (k) |y](,k)|2 =

Djekc 2akek\(j} |y] | = Dljek ly;|?, we have the desired inequality.
We are left with the case when there is j € K such that s;z;y; # 0. Let
z,y) € Q and £ > 0. From Lemma {4.4[and Lemma [4.6| there is (%, 9°) €
Q and 0. F L 4.4 and L 4.6] there is (2%, 7°) € Q
such that

@, 97— (@).y)), as e—0.
By ¢! continuity of f and f(z,w) = f(z,w))) it follows that

For z € CN and N € N let 7V¥(2) € CV be the projection over the first N
coordinates. Since &7 = g7 = 0, for k > N¢, then

fNE( ( 67:&5)) f( E,Qe)
where w(z° ) =
Lemma 4.6 that (

(Ve (2°),7(9°)). We know from Lemma and
< 9°) € QNE From [CDM4] we know that
fNE (7T(CL‘ ,gf)) > vy, = min{cy; : k # j, k,j < N}
We can then conclude, since vy_ > inf{cy; : k # j}, that
f(:%g,gf) inf{cy; : k # j}.

We conclude, taking limits, that f(z,y) > inf{cy; : k # j}. Since this is true
for any (z, y) eENuv> mf{ckj tk# 4}

\Y% \\/
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Conversely, given ci; let © = , /agjer and y = 4/1 — agje;. One easily see
that f(x,y) = anjhi + (1 — auj)hj = cx;. Hence, v <inf{cy; : k,jeN, k #
7} =
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