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S-SPECTRUM AND NUMERICAL RANGE OF A

QUATERNIONIC OPERATOR

LUÍS CARVALHO, CRISTINA DIOGO, AND SÉRGIO MENDES

Abstract. We study the numerical range of bounded linear operators
on quaternionic Hilbert spaces and its relation with the S-spectrum.
The class of complex operators on quaternionic Hilbert spaces is intro-
duced and the upper bild of normal complex operators is completely
characterized in this setting.

Introduction

Let F denote the �elds of real numbers R, complex numbers C or the skew
�eld of Hamilton's quaternions H. Let T be a bounded linear operator on a
Hilbert space H over F, with inner product x., .y. The numerical range of T is
the image of the unit circle SH � H under the quadratic form fpxq � xTx, xy
from H to F. In other words, it is the subset of F

WFpT q � txTx, xy : }x} � 1u,
where }x } � xx, xy 1

2 is the induced norm. The geometric structure ofWFpT q
depends on the ground �eld F. Namely, when H is a real or complex Hilbert
space, WFpT q is a convex set, as stated by the Toeplitz-Hausdor� Theorem
(see [GR]). However, when F � H, convexity of WH may fail (even for one-
dimensional H). Throughout the paper we let W pT q :� WHpT q denote the
quaternionic numerical range of T .

The numerical range of operators over quaternionic �nite dimensional
Hilbert spaces was introduced by Kippenhahn [Ki] in 1951. For every quater-
nion q P W pT q the similarity class rqs is contained in W pT q and for that
reason, we may choose for representatives of that class the complex numbers
s or s� in rqs X C. This observation led Kippenhahn to introduce the bild
of T , BpT q �W pT q XC, as a complex set that re�ects many of the proper-
ties of W pT q. An example is precisely convexity: W pT q is a convex subset
of H if, and only if, BpT q is convex subset of C. However, the upper-bild
B�pT q �W pT qXC�, is always a convex subset (here, C� denotes the closed
upper-half complex plane).
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2 L. CARVALHO, CRISTINA DIOGO, AND S. MENDES

There is a substantial body of work on the subject of numerical range
for operators on complex Hilbert spaces, both in �nite and in�nite dimen-
sion. Much di�erent is the case of quaternionic linear operators. While
earlier studies on the quaternionic numerical range have been carried out
in �nite dimension by the work of Kippenhahn [Ki], Au-Yeung [Ye1, Ye2],
So and Thompson [ST] and, more recently, Kumar [K] and the authors
[CDM1, CDM2, CDM3, CDM4, CDM5], there is a lack of results in in�-
nite dimensional, quaternionic Hilbert spaces. A possible explanation for
this is the nonexistence, until recently, of a suitable notion of spectrum in
the quaternionic setting. Although the spectrum is a fundamental notion in
physics, where a quaternionic model of quantum mechanics exists since 1936,
thanks to the work of Birkho� and Von Neumann [BvN], only in 2006 the
appropriate notion of spectrum was found. Colombo and Sabadini proposed
the notion of S-spectrum (see page 6 of [CGK] for an account on the his-
tory of S-spectrum) which lead to spectral theorems for quaternionic normal
operators, see [ACK]. It is worth mentioning that there are several books
devoted to functional calculus and to the spectral theory on the S-spectrum,
see for instance [CSS] and [CG].

In this paper we study the numerical range for bounded linear operators
on quaternionic Hilbert spaces and its relation with the S-spectrum, exten-
ding to the quaternionic setting some results of complex Hilbert spaces. In
addition, we generalize results from [CDM4] and [CDM5] on the shape of the
bild and the upper-bild to in�nite dimensional quaternionic Hilbert spaces.

The organization of the paper is as follows. In Section 1 we introduce
concepts and the theory that provides a background for our work. In Section
2 we show that the S-spectrum and the closure of the numerical range are
invariant under approximate unitary equivalence (Proposition 2.3). The class
of complex operators on a quaternionic Hilbert space is introduced and it is
proved that the S-spectrum of a complex operator is given by the similarity
classes of its C-spectrum, see Proposition 2.6. In Theorem 2.9 it is shown
that the S-spectrum is contained in the closure of quaternionic numerical
range. Section 3 is devoted to the study of the numerical range of complex
operators on quaternionic Hilbert spaces. After describing the bild of T
(Proposition 3.1), a characterization of the upper-bild as the convex hull of

the setsW pT q X C�,W pT �q X C� and two real numbers v and v is obtained,
see Theorem 3.3. In Section 4 we focus on the case of normal operators and
we show that every quaternionic normal operator is approximately unitarily
equivalent to a complex diagonal operator (see Proposition 4.1). We are
then able to prove that the closure of the upper bild of T is the convex hull
of σSpT q X C� and the above mentioned real values v and v (see Theorem
4.2). Finally, the theory developed so far is applied to characterize the real
numbers v and v, from pairs of eigenvalues of T (Theorem 4.7).
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1. Preliminaries

The division ring of real quaternions H is an algebra over R with basis
t1, i, j, ku and product given by i2 � j2 � k2 � ijk � �1. The pure
quaternions are denoted by P � spanR ti, j, ku. The real and imaginary
parts of a quaternion q � a0�a1i�a2j�a3k P H are denoted by Repqq � a0
and Impqq � a1i�a2j�a3k P P, respectively. The conjugate of q is given by
q� � Repqq � Impqq and its norm is |q| � ?

qq�. Two quaternions q1, q2 P H
are called similar, and we write q1 � q2, if there exists s P H with |s| � 1
such that s�q2s � q1. Similarity is an equivalence relation and the class of q
is denoted by rqs. A necessary and su�cient condition for the similarity of
q1 and q2 is that Repq1q � Repq2q and |Impq1q| � |Impq2q|.

We now brie�y recall the de�nition of quaternionic Hilbert space (see
[CGK, Chapter 9] for a detailed account). A right H-module H is called
a right pre-Hilbert space if there exists a hermitian inner product x., .y :
H�H Ñ H, px, yq Ñ xx, yy, satisfying the following properties:

piq xxa� yb, wy � xx,wya� xy, wyb,
piiq xx, yy � xy, xy�,
piiiq xx, xy ¥ 0, and xx, xy � 0 if and only if x � 0,

for all x, y, w P H and a, b P H. It follows that
xx, ya� wby � a�xx, yy � b�xx,wy.

If H is complete with respect to the norm }x} �
a
xx, xy, x P H, then H is

called a right quaternionic Hilbert space.
In this paper, we consider H to be separable, i.e, there exists a countable

orthonormal basis ten : n P Nu. Consequently, every x P H can be uniquely
written as

x �
8̧

n�1

enxx, eny �
8̧

n�1

enxn,

where xn � xx, eny P H, for all n P N. Every separable Hilbert space H is
isometrically isomorphic to `2 � `2pN,Fq � tpxnqn P FN :

°
n |xn|2   8u via

the map x ÞÑ pxx, enyqnPN, with x � pxnqn.
A right linear operator T is a map T : H Ñ H such that T px�yq � Tx�Ty

and T pxaq � pTxqa, for all x, y P H and a P F. We denote the set of all
right linear bounded operators on H by BpHq. To have a linear structure
on BpHq, the Hilbert space H needs to have a left H-module structure (see
[CGK, Chapter 3]).

The norm in BpHq is }T } � sup t}Tx} : }x} � 1u. The adjoint of T P BpHq
is the operator T � P BpHq which satis�es xTx, yy � xx, T �yy, for all x, y P H.
As in the complex case, an operator T P BpHq is said to be self-adjoint if
T � � T , anti-self-adjoint if T � � �T , normal if T �T � TT � and unitary if
T �T � TT � � I, where I is the identity operator. We denote by UpHq the
group of unitary operators. An operator T P BpHq is said to be compact
if pTxnqn has a convergent subsequence, for every bounded sequence pxnqn
of H. Recall that a bounded linear operator T is invertible if, and only if,



4 L. CARVALHO, CRISTINA DIOGO, AND S. MENDES

T has a dense range and T is bounded from below, the latter meaning that
there exists k ¡ 0 such that }Tx} ¥ k}x} for every x P H. The group of
invertible operators is denoted by BpHq�1. See [CGK, Chapter 9] for further
details on BpHq.

Given T P BpHq and q P H, we de�ne the operator ∆qpT q : H ÝÑ H by
∆qpT q � T 2�2RepqqT �|q|2I. Clearly, ∆qpT q is a bounded linear operator.
The S-spectrum of T , σSpT q, is de�ned by

σSpT q � tq P H : ∆qpT q R BpHq�1u,
�

!
q P H : kerp∆qpT qq � t0u or ranp∆qpT qq � H

)
.

The S-spectrum σSpT q is a compact nonempty subset of H and it is always

contained in the closed ball of radius }T } around origin Bp0, }T }q ([CGK,
Theorem 9.2.2]). One can show that q P σSpT q is equivalent to rqs � σSpT q.
The set of right eigenvalues is the set

σrpT q � tq P H : Tx � xq, x P Hzt0uu.
Clearly, σrpT q � σSpT q (see [CGK, Proposition 3.1.9]). In particular, if H
is �nite dimensional then σrpT q � σSpT q.

We end this Section by recalling that the quaternionic numerical range of
T P BpHq is the subset of H given by:

W pT q � txTx, xy : x P SHu,
where SH � tx P H : }x} � 1u is the unit sphere of SH. Note that SH is
the boundary of the unit ball Bp0, 1q � H. It follows from the de�nition
that the numerical range of T is invariant under unitary equivalence, that
is, W pT q � W pU�TUq, for every U P UpHq, that W pT q is contained in the

closed ball, Bp0, }T }q, and when T is self-adjoint, W pT q � R.
We always have σrpT q � W pT q, for every bounded operator T P BpHq.

In fact, if λ P σrpT q and x P SH is a corresponding eigenvector, if we write
Tx � xλ, then xTx, xy � xxλ, xy � λ P W pT q. Hence, W pT q contains all
right eigenvalues of T .

A simple computation shows that q PW pT q is equivalent to rqs �W pT q.
Therefore, it is enough to study the subset of complex elements in each
similarity class, i.e, the bild BpT q of T ,

BpT q �W pT q X C.

Au-Yeung found necessary and su�cient conditions for the convexity of
W pT q (see [Ye1, Ye2]). Although the bild may not be convex, the upper bild
B�pT q �W pT q XC� always is. The convexity of the upper bild was shown
in the particular case where T is a n � n quaternionic matrix. The proof
reduces to the 2 � 2 case, see [ST, Lemma 2.4]. A similar reasoning can be
applied to the in�nite dimensional case.

Theorem 1.1. Let T P BpHq. The upper bild B�pT q is convex.
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2. S-Spectrum and quaternionic numerical range

We start this Section with the notion of approximate unitary equivalence.
In view of Proposition 2.3 below, it is enough to characterize the S-spectrum
and the closure of the numerical range up to approximate unitary equiva-
lence.

De�nition 2.1. We say that T,R P BpHq are approximately unitarily equiv-
alent, and we write T �a R, if there exists a sequence pUnqnPN � UpHq such
that limnÑ8 }UnRU�

n � T } � 0.

From the group structure of UpHq, it can easily be shown that �a is an
equivalence relation on BpHq.

Let BpHq be endowed with the metric induced by the uniform topology.
A sequence pTnqn � BpHq converges to T P BpHq uniformly, and we write
Tn Ñ T if, and only if, }Tn � T } Ñ 0.

An immediate consequence is the following property for the S-spectrum.

Proposition 2.2. Given a sequence pTnqn � BpHq, if Tn Ñ T then

lim sup σSpTnq � σSpT q.
Proof. We begin by recalling that lim supσSpTnq � X�8

k�1 Y8
n�k σSpTnq. Let

q P lim supσSpTnq. There is a sequence pnkqk � N such that qnk
P σSpTnk

q
and qnk

Ñ q. Since Tnk
Ñ T then ∆qnk

pTnk
q Ñ ∆qpT q. We know that

qnk
P σSpTnk

q, or, in other words, that ∆qnk
pTnk

q is a non invertible opera-

tor. Since the set of non invertible operators is closed then ∆qpT q is a non
invertible operator or, again in other words, that q P σSpT q. �

We are now in condition to show that the S-spectrum and the closure of
the numerical range are invariant under approximate unitary equivalence.

Proposition 2.3. Let T,R P BpHq and suppose that T �a R. Then,

piq σSpT q � σSpRq;
piiq W pT q �W pRq.

Proof. Let pUnqn be a sequence of unitary operators such that UnRU
�
n Ñ T .

From Proposition 2.2, we have σSpRq � σSpUnRU�
n q � lim supσSpUnRU�

n q �
σSpT q and equality (i) follows by symmetry.

To prove (ii), �x λ P W pT q and choose a vector u P SH such that λ �
xTu, uy. We have

lim
nÑ8 |λ� xRU�

nu, U
�
nuy| � lim

nÑ8 |xpT � UnRU
�
n qu, uy| � 0.

Since U�
nu is a unit vector for all n P N, λ PW pRq, and since λ PW pT q was

arbitrary, W pT q �W pRq. The equality follows by symmetry. �

For every orthonormal basis E � ten : n P Nu of H, there is a decomposi-

tion of H de�ned as follows. Let HC � spanCtEu denote the right C-vector
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space with orthonormal basis E . Every u P H, can be written as

u �
¸
nPN

enxu, eny �
¸
nPN

enun

�
¸
nPN

enpxn � ynjq �
¸
nPN

enxn �
¸
nPN

enynj

� x� yj,

where un � xu, eny P H, and xn � xx, eny, yn � xy, eny P C (n P N). Hence,
there is a decomposition with respect to the basis E

H � HC `HCj, (2.1)

where HC is a C-vector space, and every vector u P H decomposes uniquely
as a sum u � x � yj, for some x, y P HC. For convenience, we sometimes
write H multiplicatively as H2

C, and represent u P H as a pair px, yq P H2
C.

It should be noted that neither HC nor HCj are H-vector spaces. Here, ` is
used as a direct sum of real spaces.

Moreover, the H-inner product x., .y on H restricts to a C-inner product
on HC denoted x., .yC. In fact, given x, y P HC, we have:

xx, yyC :�
A¸

n

enxn,
¸
m

emym

E
�
¸
n

y�nxn P C.

Endowed with the inner product x., .yC, HC becomes a complex Hilbert
space and we may relate the norm of a vector u � x � yj in H with the
norms of the correspondent vectors x, y in HC

}x� yj}2 � }x}2 � }y}2, (2.2)

since xx, yjy � �xyj, xy.
The notion of complex operator on a quaternionic Hilbert space H, which

we now introduce, is central in our work. It allows us to de�ne the C-
spectrum of a complex operator and relate it with the S-spectrum.

De�nition 2.4. An operator T P BpHq is called a complex operator if there
is an orthonormal basis E � ten : n P Nu of H such that

xT penq, emy P C, for every n,m P N.

We observe that this class contains the normal operators, up to approxi-
mate unitary equivalence.

Let T P BpHq be a complex operator with respect to the basis E . Then,
there is a decomposition of H as in (2.1) for the basis E and we can consider
the restriction T| :� T|HC : HC Ñ H of T . Of course, this is nothing more
than the composition of the maps HC ãÑ HC `HCj � H Ñ H, T| � T � ι,
where ι : HC ãÑ HC `HCj is the injective map ιpxq � x� 0j. Although T|
is not a H-linear map, since HC is not a H-linear space, we easily conclude
that it is a right C-linear map on HC. The linearity being easy, let us show
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that T|pHCq � HC. Take x P HC. We have

T|pxq � T pxq � T
�¸

n

enxn

	
�
¸
n

T penqxn,

and since T is complex,

xT|pxq, emy �
A¸

n

T penqxn, em
E
�
¸
n

xT penq, emyxn P C,

for every em P E . Hence, T|pHCq � HC and, for every x�yj P H � HC`HCj,
we have

T px� yjq � T pxq � T pyqj � T|pxq � T|pyqj.
It is well known that one needs H to be a two-sided H-vector space in

order to de�ne a vector space structure on BpHq, see the discussion in page
136 of [CSS]. However, HC was de�ned as a right C-vector space only. It
turns out this is enough to have a right C-vector space structure on the set
BpHCq of bounded right C-linear operators on HC. In fact, given λ P C
de�ne for S P BpHCq,

pS � λqpxq :� Spxλq.
Then, for every x, y P HC and every α P C,

pS � λqpx� yαq � Sppx� yαqλq � Spxλ� yαλq
� Spxλq � Spyλqα � pS � λqpxq � pS � λqpyqα.

An example is the right multiplication by a complex number λ which is the
right linear operator IHC � λ P BpHCq given by pIHC � λqpxq � xλ (x P HC),
where IHC denotes the identity operator on HC. In particular, if T P BpHCq
is a complex operator, then for every λ P C, T � IHC � λ belongs to BpHCq.
Next de�nition of C-spectrum is the natural notion of spectrum in right
complex Hilbert spaces.

De�nition 2.5. If T P BpHq is a complex operator, the C-spectrum of T is
the subset of C given by

σCpT q :� σCpT|q � tλ P C : T| � IHC � λ is not invertible in BpHCqu.
Next result characterizes the S-spectrum of a bounded complex operator

in terms of the C-spectrum.

Proposition 2.6. Let T be a complex operator de�ned as above. Then

σSpT q � rσCpT qs,
where rσCpT qs �

�
λPσCpT qrλs.

Proof. In the proof we wil make use of the following equality

∆λpT qx � T pTx� xλq � pTx� xλqλ�. (2.3)

First we show that σSpT q � rσCpT qs. If λ P σSpT q, then ∆λpT q is not
invertible, that is, ∆λpT q is not bounded below or its range is not dense in
H.
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We start by assuming that ∆λpT q is not bounded below. We will show
that T| � IHC � λ or T| � IHC � λ� are not bounded below by contrapositive.
Suppose that T| � IHC � λ and T| � IHC � λ� are bounded below. Then there
exists C,C 1 ¡ 0 such that

}T|x� xλ} ¥ C}x} and }T|x1 � x1λ�} ¥ C 1}x1}, @x, x1 P HC.

Therefore, using (2.3), we have

}∆λpT|qx} � }T|pT|x� xλq � pT|x� xλqλ�} ¥ C 1}T|x� xλ} ¥ CC 1}x},
and so ∆λpT|q is bounded below.

Now to see that ∆λpT q is also bounded below, take u � x � yj P H and
using that ∆λpT q is complex we have

}∆λpT qu}2 � }∆λpT|qx�∆λpT|qyj}2 (2.4)

� }∆λpT|qx}2 � }∆λpT|qyj}2
¥ pCC 1q2 �}x}2 � }y}2�
� pCC 1q2}u}2. (2.5)

So we conclude that, when ∆λpT q is not bounded below, T| � IHC � λ or
T|� IHC �λ� are not bounded below and therefore λ P σCpT q or λ� P σCpT �q.

Now, again by contrapositive, we will show that if ∆λpT q has not dense
range in H, then T|� IHC �λ or T|� IHC �λ� have not dense range in HC. So
suppose that T|�IHC �λ and T|�IHC �λ� have dense range inHC. Take z P HC.
Then for every ε ¡ 0 there is y P HC such that }z � pT| � IHC � λ�qy}   ε.
On the other hand, for such y P HC, there is x P HC such that

}y � pT| � IHC � λqx}   ε. (2.6)

We have, using (2.3) and putting ỹ � T|x� xλ,

}z �∆λpT|qx} � }z � pT| � IHC � λ�qỹ}
¤ }z � pT| � IHC � λ�qy} � }pT| � IHC � λ�qpỹ � yq}
  ε� }T| � IHC � λ�}}pỹ � yq}
  εp1� }T|} � |λ|q pfrom (2.6qq.

Thus, ∆λpT|q has dense range. For h P H such that h � h1 � h2j, choose
x, y P HC such that ∆λpT|qx is close to h1 and ∆λpT|qy is close to h2. Since

∆λpT qpx�yjq � ∆λpT|qx�
�

∆λpT|qy
	
j, we see that there is u � x�yj P H

such that ∆λpT qu is close to h.
To prove the converse inclusion, it is enough to show that σCpT q � σSpT q.

Let λ P σCpT q and suppose that T| � IHC � λ is not bounded below. From
continuity of T| � IHC � λ�, given ε ¡ 0, there is δ ¡ 0 such that }pT| � IHC �
λ�qy}   ε, whenever }y}   δ. Since T| � IHC � λ is not bounded below, there
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is x P HCzt0u such that }pT| � IHC � λqx} ¤ δ}x}. Take y � T|x�xλ
}x} . Then

}y}   δ and ∆λpT|q x
}x} � T|y � yλ�. Therefore, since }y}   δ,

}T|y � yλ�}   εô }∆λT|x}   ε}x}
and so ∆λT| is not bounded below. By a similar reasoning as before, we
conclude that ∆λT is not bounded below.

On the other hand, if the range of T| � IHC � λ is not dense, that is,

ranpT| � IHC � λq � HC, since ranpT| � IHC � λq � pkerpT �| � IHC � λ�qqK, we
have that kerpT �| � IHC � λ�q � t0u. Therefore, T �| � IHC � λ� is not bounded

below and, in particular, λ� P σCpT �| q. Since ∆λ�T
�
| � ∆λT

�
| and from the

previous case we conclude that ∆λT
�
| is not bounded below and ∆λT

� is also
not bounded below. Therefore, λ P σSpT �q and from [GMP, Proposition 4.7]
we have λ P σSpT q.

�

As an illustration of the above result we compute the S-spectrum of the
quaternionic backward shift operator.

Example 2.7. Let H be the quaternionic Hilbert space `2 of square summa-
ble sequences. Let penqn be an orthonormal basis of `2pN,Cq regarded as a
basis of `2pN,Hq. Let T P Bp`2q denote the backward shift operator, de�ned

by T pe1q � 0 and T penq � en�1 for all n ¥ 2. Since σpT q � BCp0, 1q (see
[Mu, Example 2.3.2]), it follows from Proposition 2.6 that σSpT q � BHp0, 1q.
Here, BFp0, 1q denotes the closed unit ball in F.

Now we compute the quaternionic numerical range of the backward shift
operator. This example shows that, contrary to the �nite dimensional case,
W pT q is not closed and therefore not compact, in general. Although this
computation is similar to the complex case ([GR, Example 2]), we include it
for the sake of completeness.

Example 2.8. Let T P Bp`2q be the backward shift operator. Since }T } � 1,

thenW pT q � Bp0, 1q. Clearly, s � 0 is an eigenvalue of T and for 0   |s|   1,
xpsq �

°
n¥1 ens

n P H is an eigenvector of T for s, i.e, Txpsq � xpsqs. Hence,
Bp0, 1q � σrpT q �W pT q � Bp0, 1q. To show that the quaternionic numerical
range is the open unit ball, suppose that there was λ P W pT q such that
|λ| � 1. Then, there would be a unit vector x P SH with λ � xTx, xy. Since
}T } � 1 we would have

1 � |λ| � |xTx, xy| ¤ }Tx}}x} ¤ 1.

The Cauchy-Schwarz inequality implies that Tx � xλ. Let x � °
n¥1 enan P

`2. It follows that
°
n¥1 enan�1 �

°
n¥1 enanλ. Then |an| � |a1|, for all

n P N, which is impossible since x P `2 and therefore λ cannot belong to
W pT q. We conclude that W pT q � Bp0, 1q.
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Contrary to the �nite dimensional case, where we always have σSpT q �
σrpT q � W pT q for every n � n matrix T , for in�nite dimensional Hilbert
spaces this is no longer true, as the above examples shows since σSpT q �
Bp0, 1q but W pT q � Bp0, 1q. However, the result holds true for the closure
of W pT q for every operator T P BpHq.

The next two results appeared �rst in [MBB]. We include them with a
proof for convenience of the reader.

Theorem 2.9. Let T P BpHq. Then σSpT q �W pT q.
Proof. Let q P σSpT q. Then ∆qpT q is not invertible, that is, ∆qpT q is not
bounded from below or ∆qpT q does not have dense range.

First suppose that ∆qpT q is not bounded from below. Then, there exists
a sequence of vectors xn P SH such that limnÑ8 }∆qpT qxn} � 0. If Txn �
xnq � 0 then q is a right eigenvalue of T and therefore q P W pT q. Suppose
Txn � xnq � 0. Using the Cauchy-Schwarz inequality, we have

|x∆qpT qxn, Txn � xnqy| ¤ }∆qpT qxn} }Txn � xnq}
and therefore

lim
nÑ8x∆qpT qxn, Txn � xnqy � 0.

Taking into account that ∆qpT qxn can be written in the form

∆qpT qxn � T pTxn � xnqq � pTxn � xnqqq�,
we get

lim
nÑ8xTyn � ynq

�, yny � 0,

where yn � Txn�xnq
}Txn�xnq} . So limnÑ8xTyn, yny � q� � 0. As each xTyn, yny P

W pT q, then q� PW pT q and so q PW pT q.
Now suppose that ∆qpT q is bounded from below but ∆qpT q does not have

dense range. From [CGK, Theorem 9.1.14] we know that ranp∆qpT qqK �
kerp∆qpT �qq. So ranp∆qpT qq � kerp∆qpT �qqK � H. Therefore kerp∆qpT �qq �
t0u. From Proposition 3.1.9 of [CGK] we have that q is a right eigenvalue of
T �. Since W pT �q �W pT q, we conclude that q PW pT q. �

This result allow us to establish a relation between the S-spectral radius
and the numerical radius of a bounded linear operator in H. Recall that, for
T P BpHq the S-spectral radius of T is de�ned to be the nonnegative real
number

rSpT q :� supt|q| : q P σSpT qu.
It is known that rSpT q ¤ }T } (see [GMP, Theorem 4.3]). The quaternionic
numerical radius of T P BpHq is de�ned by

ωpT q :� supt|λ| : λ PW pT qu.
The quaternionic numerical radius shares some properties of the complex
numerical radius, namely:

ωpT � Sq ¤ ωpT q � ωpSq and ωpT q � ωpT �q, (2.7)
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for T, S P BpHq. However, ωp�q fails to be a norm even for �nite dimensional
quaternionic Hilbert space (see [CDM5]). But we still have the following
relation between the spectral radius, numerical radius and the operator norm.

Corollary 2.10. Let T P BpHq. Then

rSpT q ¤ ωpT q ¤ }T } ¤ 2ωpT q.
Proof. It follows from the previous result and from the Cauchy-Schwarz in-
equality that, for any T P BpHq, rSpT q ¤ ωpT q ¤ }T }. It remains to see that
}T } ¤ 2ωpT q. In fact, we can write

}T } ¤ }T � T �}
2

� }T � T �}
2

and since T � T � and T � T � are normal operators, from [R2, Theorem 3.3]
we have

}T } ¤ 1

2
ωpT � T �q � 1

2
ωpT � T �q.

From (2.7) and since ωpαT q � |α|ωpT q, for α P R, we conclude that }T } ¤
2ωpT q. �

3. Quaternionic numerical range of a complex operator

In this Section, we consider T P BpHq to be a complex operator as in
de�nition 2.4. Every such operator can be uniquely written as a sum of a
self-adjoint operator and an anti-self-adjoint operator

T � 1

2
pT � T �q � 1

2
pT � T �q (3.1)

� rH � rS,
with rH and rS complex normal operators.

We aim to characterize the quaternionic numerical range of a complex
operator. By similarity of the elements of W pT q, it is enough to characterize
the bild. From this, we obtain the shape of the upper bild in terms of the
complex numerical range and two reals values, the in�mum and supremum of
the real elements in que quaternionic numerical range. The �nite dimensional
case was treated in [CDM5].

Proposition 3.1. Let T P BpHq be a complex operator. Then,

BpT q � txTx, xy � xT �y, yy : px, yq P SH2
C
, xpT � T �qy, xy � 0u.

Proof. For an element ω in W pT q, there is u � x� yj P SH such that

ω � xTu, uy
� xT px� yjq, px� yjqy
� xTx, xy � jxTx, yy � xTy, xyj � jxTy, yyj.
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Since xTx, yy, xTy, yy P C, it follows from [Zh, Theorem 2.1] that

ω � xTx, xy � xTx, yy�j � xTy, xyj � xTy, yy�
� xTx, xy � xy, Tyy � pxTy, xy � xT �y, xyq j
� xTx, xy � xT �y, yy � xpT � T �qy, xyj.

Since T � T � is a complex operator and x, y P HC, then xpT � T �qy, xyj P
spantj, ku. Hence, ω P BpT q if, and only if, xpT � T �qy, xy � 0 and px, yq P
SH2

C
, and we conclude that ω � xTx, xy � xT �y, yy. �

From Proposition 3.1, an element w P BpT q is of the form
w � xTx, xy � xT �y, yy

� α2xTxS, xSy � p1� α2qxT �yS, ySy,
where px, yq P SH2

C
, x � }x}xS, y � }y}yS and α2 � }x}2. It follows that

BpT q � conv tWCpT q,WCpT �qu,
where WCpT q denotes the complex numerical range of T . An immediate
consequence is that if WCpT q �WCpT �q then BpT q �WCpT q. The converse
is also true. In fact, if BpT q � WCpT q, using that pWCpT qq� � WCpT �q,
we have pBpT qq� � WCpT �q. Therefore, BpT q � WCpT �q and so WCpT q �
WCpT �q. In addition, from Toeplitz-Hausdor� Theorem we conclude that
BpT q is convex. Therefore we can establish a result that also holds for �nite
dimensional Hilbert space, see [CDM5, Corollary 3.8]).

Corollary 3.2. Let T P BpHq be a complex operator. Then WCpT q �
WCpT �q if, and only if, BpT q �WCpT q. Moreover, BpT q is convex.

Next result characterizes the upper bild of a complex operator T P BpHq
in terms of the (upper) complex numerical ranges of T and T �, and two real
numbers v and v. In fact, since BpT qXR is a bounded, convex set and thus
an interval in R, we may de�ne

v � inf BpT q X R
v � supBpT q X R.

Theorem 3.3. Let T P BpHq be a complex operator. Then,

B�pT q � conv tW�
C pT q,W�

C pT �q, v, vu,
where v � inf BpT q X R and v � supBpT q X R.

Proof. From WCpT q �WHpT q we have that W�
C pT q � B�pT q. On the other

hand, from pWHpT qq� � WHpT q we have W�
C pT �q � B�pT q. Since the

closure of the upper bild B�pT q is convex and contains v and v, we conclude
that

conv tW�
C pT q,W�

C pT �q, v, vu � B�pT q.
To prove the converse, let w P B�pT q. Then, w � limk wk, for some se-

quence pwkqk in B�pT q. Since wk P B�pT q for every k P N, from Proposition
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3.1 we know that for some pxk, ykq P SH2
C
such that xpT � T �qyk, xky � 0 we

have

wk � xTxk, xky � xT �yk, yky
� }xk}2xTxS,k, xS,ky � }yk}2xT �yS,k, yS,ky
� αkω1,k � p1� αkqω2,k,

with αk P r0, 1s, w1,k � xTxS,k, xS,ky and w2,k � xT �yS,k, yS,ky.
Note that pw1,kqk � WCpT q and pw2,kqk � WCpT �q. Hence, we have con-

vergent subsequences, say, pw1,kmqm Ñ w1, pw2,kmqm Ñ w2 and pαkmqm Ñ
α. Thus, wkm � αkmw1,km�p1�αkmqw2,km converges to w � αw1�p1�αqw2.
In other words, considering if necessary subsequences, we see that w is a con-
vex combination of w1 � limk w1,k and w2 � limk w2,k. At this point, the
proof split into three cases.

Case 1. If pw1,kqk lies in W�
C pT q and pw2,kqk lies in W�

C pT �q then wk lies
in conv tW�

C pT q,W�
C pT �q, v, vu, and so does w � limk wk. This follows from

the fact that the convex hull of bounded closed sets in C is closed.
Case 2. Suppose pw1,kqk lies inW�

C pT q and pw2,kqk lies inW�
C pT �q. Take

a subsequence pw1,k, w2,kqk such that tw1,k, w2,ku � R. If such subsequence
does not exist it means that, for a certain p P N, we have that w1,k, w2,k P R,
for every k ¡ p. Note that, since C� X R � C� X R we have W�

C pT q X R �
WCpT q X R � W�

C pT q X R and therefore, when w1,k lie in R necessarily

w1,k P W�
C pT q X R. It follows that w1,k, w2,k P W�

C pT q for k ¡ p. This
was treated in case 1. On the other hand, when such subsequence exists,
which we still denote by pw1,k, w2,kqk for simplicity, let rk � rw1,k, w2,ks XR
for every k. Since wk P rw1,k, w2,ks is an element of the upper bild, then

wk P rrk, w2,ks. We observe that rw1,k, w2,ks is contained in the bild BpT q.
In fact, an element of rw1,k, w2,ks is of the form αkw1,k�p1�αkqw2,k, for some
αk P r0, 1s, where w1,k � xTz1,k, z1,ky and w2,k � xT �z2,k, z2,ky, for z1,k, z2,k P
SHC and xpT � T �qz2,k, z1,ky � 0. Now, simply take xk � ?

αkz1,k and

yk �
?

1� αkz2,k, in Proposition 3.1 and one see that rw1,k, w2,ks � BpT q.
Hence, rk P rv, vs. Therefore, wk can be rewritten as a convex combination

of w2,k, v and v and so wk lies in conv tW�
C pT �q, v, vu. Taking the limit it

follows that w P conv tW�
C pT �q, v, vu � conv tW�

C pT q,W�
C pT �q, v, vu.

Case 3. When pw1,kqk lies in W�
C pT q and pw2,kqk lies in W�

C pT �q, is
similar to Case 2. �

4. S-Spectrum and numerical range of a normal operator

From Theorem 2.9 we have that σSpT q � W pT q, for every T P BpHq. It
follows that σ�S pT q � B�pT q, where σ�S pT q :� σSpT q X C�. Since v, v P
B�pT q and the upper bild is a convex set, we conclude that

convtσ�S pT q, v, vu � B�pT q.
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When T is a quaternionic normal operator, the above inclusion is an equality,
as we now prove. We begin by showing that every quaternionic normal
operator T P BpHq is approximately unitarily equivalent to a certain complex
diagonal operator D P BpHq.
Proposition 4.1. Let T P BpHq be a normal operator. Then there exists a

diagonal operator D P BpHq with respect to an orthonormal basis ten : n P Nu
of H, such that T �a D, where Dpenq � endn, and dn P C�.

Proof. By the Weyl-von Neumann-Berg Theorem for quaternionic operators
[R1, Theorem 3.4], there exists a diagonal operator D̃ P BpHq and a compact

operator K P BpHq with }K}   ε such that T � D̃ �K, for every ε ¡ 0. It

follows that T �a D̃.
Let, for every n P N, D̃en � end̃n and let un be the element of SP such

that u�nd̃nun P C�. Let U P UpHq be given by Uen � enun. It follows that

D̃ is unitarily equivalent to the diagonal operator D � U�D̃U . Moreover,
Den � endn, for every n P N, with dn � u�nd̃nun P C�. By transitivity
T �a D. �

Theorem 4.2. Let T P BpHq be a normal operator. Then

B�pT q � convtσ�S pT q, v, vu,
where v � inf BpT q X R and v � supBpT q X R.

Proof. It remains to prove that

B�pT q � convtσ�S pT q, v, vu.
From Proposition 4.1 there exists a diagonal operator D P BpHq such that

T �a D. By Proposition 2.3, we have W pT q � W pDq and so B�pT q �
B�pDq.

Since D is a complex operator as de�ned in Proposition 4.1, we have
WCpDq � C�, WCpD�q � C�. Hence, Theorem 3.3 implies that

B�pDq � convtWCpDq, v, vu.
From [GR, Theorem 1.4-4] we know that WCpDq � convtσCpDqu. Since
convtσCpDqu � convtσ�S pDqu and σSpDq � σSpT q (see Proposition 2.3) the
result follows. �

Now we characterize v and v for quaternionic normal operators T P BpHq.
We will see that these two real values are constructed from pairs of eigenval-
ues. As mentioned above, T �a D, where Den � endn, dn � hn � sni P C�,
for every n P N, and W pT q � W pDq. Since D is a complex operator, the
decomposition (3.1) can be written, upon restriction to HC, in the form

D � rH � rS � H � S � i,
where H � rH| and S � �rS| � i are diagonal operators. Speci�cally, Hen �
enhn and Sen � ensn, with hn P R and sn P R�

0 . Clearly, we have D�D� �
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2S � i. Thus, from Proposition 3.1 we may write the bild of D in the form

BpDq � txpH � S � iqx, xy � xpH � S � iqy, yy : px, yq P SH2
C
, xSy, xy � 0u

� txHx, xy � xHy, yy � pxSx, xy � xSy, yyq i : px, yq P SH2
C
, xSy, xy � 0u.

So, the real elements of the bild are of the form

BpDqXR � txHx, xy�xHy, yy : px, yq P SH2
C
, xSy, xy � 0, xSx, xy � xSy, yyu.

Therefore, in order to characterize v (and v) one needs to �nd the in�mum
(supremum) of the real function

fpx, yq � xHx, xy � xHy, yy (4.1)

�
8̧

k�1

hk

�
|xk|2 � |yk|2

	
for px, yq subject to

(I) xSx, xy � xSy, yy, (II) xSy, xy � 0, (III) px, yq P SH2
C
.

These pairs px, yq de�ne a domain Ω � H. In fact, px, yq P H2
C veri�es

pIq, pIIq, pIIIq if, and only if, px, yq is in the �ber Ω � ϕ�1p0q, where ϕ �
pϕ1, ϕ2, ϕ3q and ϕi : H2

C ÝÑ C pi � 1, 2, 3q are given by

ϕ1px, yq � xSx, xy � xSy, yy �
8̧

k�1

sk

�
|xk|2 � |yk|2

	
ϕ2px, yq � xSy, xy �

8̧

k�1

skx
�
kyk

ϕ3px, yq � xx, xy � xy, yy � 1 �
8̧

k�1

|xk|2 � |yk|2 � 1.

The strategy of the proof reduces to the numerical range of normal N�N
matrices (see [CDM4]), followed by a passage to the limit. Concretely, we
begin by considering the N �N diagonal matrix DN � diagtd1, d2, . . . , dNu
and proving that v is smaller than vN , where vN is the minimum of BpDN qX
R, that is, the minimum of the function

fN : ΩN ÝÑ R

fN px, yq �
Ņ

k�1

hk

�
|xk|2 � |yk|2

	
(4.2)

over a domain ΩN � C2N , de�ned by

ΩN � tpx, yq P C2N : ϕN px, yq � 0u, (4.3)

with ϕN � pϕN1 , ϕN2 , ϕN3 q, the ϕNi being the �nite analogues of ϕi de�ned
above.

To begin with, we restrict to the case where there is a j P N such that
sjxjyj � 0. The case where sjxjyj � 0 for any j P N will be dealt in the
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proof of Theorem 4.7. For simplicity assume that j � 1 and therefore we
assume now that we are in the case where s1|x1||y1| ¡ 0. Note that condition
(II) implies that

0   s1|x1||y1| ¤
8̧

k�2

sk|xk||yk|. (4.4)

We will consider two cases.
Case 1. s1|x1||y1|  

°8
k�2 sk|xk||yk|.

Since s1|x1y1|  
°8
k�2 sk|xk||yk|, there is an M such that for N ¡M ,

0   s1|x1y1|  
Ņ

k�2

sk|xk||yk|. (4.5)

Lemma 4.3. Let px, yq P Ω. If s1|x1y1|  
°8
k�2 sk|xk||yk|, then there is

M P N such that for N ¡M , there is px1, y1q P C2N with

|x1k| � |xk|, |y1k| � |yk|, k � 1, . . . , N,

and ϕN2 px1, y1q � 0.

Proof. Chose N according to (4.5) and let px̌, y̌q, px̂, ŷq P SC2N , with

x̌k � x̂k � |xk| , y̌k � |yk|, k � 1, . . . , N,

ŷ1 � |y1|, ŷk � �|yk|, k � 2, . . . , N. (4.6)

From condition (4.5) we have ϕN2 px̌, y̌q ¡ 0. From (4.5) and (4.6), it follows

that ϕN2 px̂, ŷq � s1|x1||y1| �
°N
k�2 sk|xk||yk|   0. On the other hand, path

connectedness of ΠN
k�1Sp0, |xk|q�Sp0, |yk|q implies that there is a continuous

path γ : r0, 1s ÝÑ ΠN
k�1Sp0, |xk|q � Sp0, |yk|q, joining px̂, ŷq to px̌, y̌q, where

γp0q � px̂, ŷq and γp1q � px̌, y̌q. Since ϕN2 �γp0q   0   ϕN2 �γp1q, by continuity
there is a t0 P r0, 1s such that ϕN2 �γpt0q � 0. Take px1, y1q � γpt0q. Since each
coordinate of γ is over a sphere of constant radius, it is clear that |x1k| � |xk|
and |y1k| � |yk|, k � 1, . . . , N .

�

We now associate to each vector z in `2 or in Cn a new vector z‖. If z P `2
the vector is z‖ � p|z1|2, |z2|2, . . . q P `1, in the case that z P Cn then let

z‖ � p|z1|2, |z2|2, . . . , |zn|2, 0, 0, . . . , 0q P `1. We will show that, for x, y P `2,
px‖, y‖q can be approximated by a vector with �nite support which belongs
to the domain Ω.

Lemma 4.4. Let px, yq P Ω. Then there is px̂ε, ŷεq P Ω with �nite support

such that

px̂ε‖, ŷε‖q ÝÑ`1 px‖, y‖q, as ε ÝÑ 0. (4.7)
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Proof. Fix ε ¡ 0 and choose N ¡ 1
ε such that

8̧

k�N�1

sk|xk|2   ε

2
and

8̧

k�N�1

sk|yk|2   ε

2
. (4.8)

Note that N exists since S is bounded. From condition (4.5) we have that
x � 0 and y � 0. Pick M from lemma 4.3 and let Nε ¡ maxtN,Mu. Then
there is px1, y1q P C2Nε such that ϕNε

2 px1, y1q � 0. Let

pxε, yεq � p?1� αεx
1, y1q

nε
, (4.9)

with nε � }p?1� αεx
1, y1q} and αε �

°Nε
k�1 sk

�
|xk|2 � |yk|2

	
°Nε
k�1 sk|xk|2

. Such αε P
r0, 1q is well de�ned since by hypothesis s1|x1| ¡ 0; and nε � 0 since the
vector px1, y1q in Lemma 4.3 is chosen in a way that y11 � |y1| ¡ 0.

Moreover, we have that αε Ñ 0 as ε Ñ 0. In fact, since px, yq P Ω,
ϕ1px, yq � 0. From (4.8) and (I) it follows that�����
Nε̧

k�1

sk

�
|xk|2 � |yk|2

	����� �
�����
8̧

k�1

sk

�
|xk|2 � |yk|2

	
�

8̧

k�Nε�1

sk

�
|xk|2 � |yk|2

	�����
¤

8̧

k�Nε�1

sk|xk|2 �
8̧

k�Nε�1

sk|yk|2

  ε.

First we will show that pxε, yεq P ΩNε . From de�nition of αε and Lemma
4.3, we have

ϕNε
1 pxε, yεq � 1

nε

�
Nε̧

k�1

sk

�
p1� αεq|x1k|2 � |y1k|2

	�

� 1

nε

�
Nε̧

k�1

sk

�
|xk|2 � |yk|2

	
� αε

Nε̧

k�1

sk|xk|2
�

� 0.

Also, ϕNε
2 pxε, yεq �

?
1�αε

n2
ε

ϕNε
2 px1, y1q � 0 and ϕNε

3 pxε, yεq � 0, since pxε, yεq P
SC2Nε . Therefore, pxε, yεq P ΩNε .

Now, we will de�ne a vector based on pxε, yεq, which is in Ω, and prove
that this vector converges to px‖, y‖q as εÑ 0.

Let x̂ε P H be given by x̂εk � xεk, for 1 ¤ k ¤ Nε and 0 for k ¡ Nε, and let
ŷε be de�ned in the same way. Note that, since pxε, yεq P ΩNε , px̂ε, ŷεq P Ω.
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We have, from (4.9), that

}x̂ε‖ � x‖}`1 �
8̧

k�1

���x̂ε‖,k � x‖,k

���
�

Nε̧

k�1

��|xεk|2 � |xk|2
��� 8̧

k�Nε�1

|xk|2

�
Nε̧

k�1

����1� αε
n2ε

|xk|2 � |xk|2
����� 8̧

k�Nε�1

|xk|2

¤ |1� αε � n2ε|
n2ε

}x}2`2 �
8̧

k�Nε�1

|xk|2.

Since αε Ñ 0, nε Ñ 1 and
°8
k�Nε�1 |xk|2 Ñ 0 as ε Ñ 0, it follows that

}x̂ε‖�x‖}`1 ÝÑ 0. Analogously, we can show that }ŷε‖�y‖}`1 ÝÑ 0 and (4.7)

follows.
�

Case 2. 0   s1|x1||y1| �
°8
k�2 sk|xk||yk|

Part of the proof of case 2 is analogous to case 1, so we only give details
of the new arguments.

Lemma 4.5. Let px, yq P Ω. If s1|x1y1| �
°8
k�2 sk|xk||yk|, for every ε ¡ 0,

there is M P N such that for N ¡ M , there is px1, y1q P C2N and 0 ¤ t1   ε
such that

x11 �
a
|x1|2 � t1, y11 �

a
|y1|2 � t1,

x1k � �|xk|, y1k � |yk|, k � 2, . . . , N,

and ϕN2 px1, y1q � 0.

Proof. Without loss of generality, assume that |x1| ¥ |y1|. Consider the
function

ξ : r0, |y1|2s ÝÑ r0, s1|x1||y1|s
ξptq � s1

a
|x1|2 � t

a
|y1|2 � t.

Note that ξ is continuous, strictly decreasing and onto. Therefore, it has a
continuous inverse ξ�1. From hypothesis, we have:

ξ�1ps1|x1||y1|q � ξ�1

� 8̧

k�2

sk|xk||yk|
�
� 0. (4.10)

By continuity of ξ�1, for all ε ¡ 0, there exists δ ¡ 0 such that�����ξ�1

� 8̧

k�2

sk|xk||yk|
�
� ξ�1

�
Ņ

k�2

sk|xk||yk|
������   ε,
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whenever �����
8̧

k�2

sk|xk||yk| �
Ņ

k�2

sk|xk||yk|
�����   δ.

From (4.10), it follows that�����ξ�1

�
Ņ

k�2

sk|xk||yk|
������   ε, whenever

8̧

k�N�1

sk|xk||yk|   δ. (4.11)

For N P N satisfying
°8
k�N�1 sk|xk||yk|   δ, there is a t1   ε, in particular

t1 � ξ�1
�°N

k�2 sk|xk||yk|
	
, such that

ξpt1q �
Ņ

k�2

sk|xk||yk| � s1
a
|x1|2 � t1

a
|y1|2 � t1. (4.12)

De�ne px1, y1q P R2N as

x11 �
a
|x1|2 � t1, y11 �

a
|y1|2 � t1,

x1k � �|xk|, y1k � |yk|, 2 ¤ k ¤ N.

Therefore, from (4.12) we have

ϕN2 px1, y1q �
Ņ

k�1

skx
1�
k y

1
k � s1

a
|x1|2 � t1

a
|y1|2 � t1 �

Ņ

k�2

sk|xk||yk| � 0.

�

Lemma 4.6. Let px, yq P Ω. Then there is px̂ε, ŷεq P Ω with �nite support

such that

px̂ε‖, ŷε‖q ÝÑ`1 px‖, y‖q, as ε ÝÑ 0. (4.13)

Proof. Fix ε ¡ 0 and choose N ¡ 1
ε such that

8̧

k�N�1

sk|xk|2   ε

2
and

8̧

k�N�1

sk|yk|2   ε

2
. (4.14)

Pick M from Lemma 4.5 and let Nε ¡ maxtN,Mu. Then there is px1, y1q P
C2Nε such that ϕNε

2 px1, y1q � 0. We will now proceed as in Lemma 4.4. All
the steps are very similar to those in the lemma, for that reason we will only
give an overall explanation. We start by creating a new vector

pxε, yεq � p?1� αεx
1, y1q

nε

with nε � }p?1� αεx
1, y1q} and αε �

°Nε
k�1 sk

�
|x1k|2 � |y1k|2

	
°Nε
k�1 sk|x1k|2

.

We can prove, as before, that αε Ñ 0 as ε Ñ 0 and that pxε, yεq P ΩNε ,
(that is ϕNεpxε, yεq � 0). We then de�ne a new vector px̂ε, x̂εq P H, with
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x̂εk � xεk, for 1 ¤ k ¤ Nε and 0 otherwise, ŷε is de�ned in the same way. We
then prove that }x̂ε‖ � x‖}`1 ÝÑ 0 and }ŷε‖ � y‖}`1 ÝÑ 0 as ε ÝÑ 0. �

In both case 1 and case 2 we proved the existence of a vector with �nite
support in Ω that converges to px‖, y‖q (see Lemma 4.4 and Lemma 4.6).
So, now we are able to characterize v and v in Theorem 4.2, for a normal
operator T P BpHq.

For each pair pk, jq with k � j, we introduce the real numbers ckj �
minrdk, d�j s X R and ckj � maxrdk, d�j s X R, where dk � hk � ski are the

eigenvalues of T , that is, σrpT q �
�
k dk. Note that if sk ¡ 0 or sj ¡ 0

then ckj � ckj , however in the case where sk � sj � 0, we have ckj �
minthk, hju ¤ maxthk, hju � ckj . Furthermore, de�ne

c � inftckj : k, j P N, k � ju and c � suptckj : k, j P N, k � ju.
Theorem 4.7. Let T P BpHq be a normal operator such that σrpT q �

�
k dk,

with dk � hk � ski, sk ¥ 0. Then

v � c and v � c.

Proof. In the proof we only deal with v � c. The other equality follows the
same reasoning. From Proposition 4.1 it is enough to consider a diagonal
complex operator Dek � ekdk with dk � hk � ski, sk ¥ 0. We wish to
prove that for any px, yq P Ω, fpx, yq ¥ c. For a given px, yq P Ω, let
K1 � tj P N : |xj |2 � |yj |2 ¡ 0u. We will start by considering the case where
sjxjyj � 0 for any j P K1.

Let S0 � tj P N : sj � 0u. If j P S0 then, for any k P N, cjk � hj (if
sk � 0) or cjk � minthj , hku (if sk � 0), clearly hj ¥ cjk ¥ c. Thus

fpx, yq �
¸
j

hjp|xj |2 � |yj |2q

�
¸
jPS0

hjp|xj |2 � |yj |2q �
¸
jPK

hjp|xj |2 � |yj |2q

¥c
¸
jPS0

p|xj |2 � |yj |2q �
¸
jPK

hjp|xj |2 � |yj |2q.

where, for the given px, yq P Ω, we let K � tj P N : |xj |2 � |yj |2 ¡ 0, sj ¡ 0u.
Then to prove that fpx, yq ¥ c we just need to see that

°
jPK hjp|xj |2 �

|yj |2q ¥ c
°
jPKp|xj |2 � |yj |2q. If K � H we are done, so we assume that

K � H. Since sjxjyj � 0 and j P K, we either have xj � 0 and yj � 0,
or xj � 0 and yj � 0. From condition (I), it follows that there are k, j P K
with k � j. For such pairs, from the de�nition it results that

ckj � hk
sj

sj � sk
� hj

sk
sj � sk

.

Then if ska
2 � sjb

2, for reals a and b, we have that a2

a2�b2 � sj
sj�sk and

therefore
hka

2 � hjb
2 �

�
a2 � b2

	
ckj ¥

�
a2 � b2

	
c, (4.15)
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the inequality being trivially veri�ed if a � b � 0.
Furthermore, if ska

2 � °
jPKztku sjb

2
j , for reals a and bj with k P K,

partioning a2 � °
jPKztku a

2
j with ska

2
j � sjb

2
j , we conclude, using (4.15),

that

hka
2 �

¸
jPKztku

hjb
2
j �

¸
jPKztku

�
hka

2
j � hjb

2
j

� ¥ �
a2 �

¸
jPKztku

b2j

	
c. (4.16)

Now, from condition (I), since
°
kPN sk|xk|2 �

°
kPK sk|xk|2 �

°
jPK sj |yj |2,

it is a tedious computation to verify that the vectors ypkq P HC given by

ypkq � y

�
sk|xk|2°
kPK sk|xk|2

� 1
2

satisfy for each coordinate j P K, |yj |2 �
°
jPKztku |ypkqj |2 and, for each k P K,

sk|xk|2 �
°
jPKztku sj |ypkqj |2.

Then,¸
kPK

hk|xk|2�
¸
jPK

hj |yj |2 �
¸
kPK

hk|xk|2 �
¸
jPK

hj

� ¸
kPKztju

|ypkqj |2
	

�
¸
kPK

�
hk|xk|2 �

¸
jPKztku

hj |ypkqj |2
	
¥
¸
kPK

�
|xk|2 �

¸
jPKztku

|ypkqj |2
	
c,

where the last inequality follows from (4.16). Since
°
kPK

°
jPKztku |ypkqj |2 �°

jPK
°
kPKztju |ypkqj |2 � °

jPK |yj |2, we have the desired inequality.

We are left with the case when there is j P K1 such that sjxjyj � 0. Let
px, yq P Ω and ε ¡ 0. From Lemma 4.4 and Lemma 4.6, there is px̂ε, ŷεq P Ω
such that

px̂ε||, ŷε||q ÝÑ`1 px‖, y‖q, as ε ÝÑ 0.

By `1 continuity of f and fpz, wq � fpz||, w||q it follows that
fpx̂ε, ŷεq � fpx̂ε||, ŷε||q ÝÑ fpx‖, y‖q � fpx, yq.

For z P CN and N P N let πN pzq P CN be the projection over the �rst N
coordinates. Since x̂εk � ŷεk � 0, for k ¡ Nε, then

fNε

�
π
�
x̂ε, ŷε

�	 � f
�
x̂ε, ŷε

�
where π

�
x̂ε, ŷε

� � �
πNεpx̂εq, πNεpŷεq�. We know from Lemma 4.4 and

Lemma 4.6 that π
�
x̂ε, ŷε

� P ΩNε . From [CDM4] we know that

fNε
�
π
�
x̂ε, ŷε

�� ¥ vNε
� mintckj : k � j, k, j ¤ Nεu.

We can then conclude, since vNε
¥ inftckj : k � ju, that

f
�
x̂ε, ŷε

� ¥ inftckj : k � ju.
We conclude, taking limits, that fpx, yq ¥ inftckj : k � ju. Since this is true
for any px, yq P Ω, v ¥ inftckj : k � ju.
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Conversely, given ckj let x � ?
αkjek and y �

a
1� αkjej . One easily see

that fpx, yq � αkjhk � p1� αkjqhj � ckj . Hence, v ¤ inftckj : k, j P N, k �
ju �
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