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Quis judicabit ipsos judices? A case study on the dynamics of competitive 

funding panel evaluations 

Abstract 

Securing research funding is essential for all researchers. The standard evaluation method for 

competitive grants is through evaluation by a panel of experts. However, the literature notes that peer 

review has inherent flaws and is subject to biases which can arise from differing interpretations of the 

criteria, the impossibility for a group of reviewers to be experts in all possible topics within their field, 

and the role of affect. As such, understanding the dynamics at play during panel evaluations is crucial 

to allow researchers a better chance at securing funding, and also for the reviewers themselves to be 

aware of the cognitive mechanisms underlying their decision-making. In this study, we conduct a case 

study based on application and evaluation data for two social sciences panels in a competitive state-

funded call in Portugal. Using a mixed-methods approach, we find that qualitative evaluations largely 

resonate with the evaluation criteria, and the candidate’s scientific output is partially aligned with the 

qualitative evaluations, but scientometric indicators alone do not significantly influence the 

candidate’s evaluation. However, the polarity of the qualitative evaluation has a positive influence on 

the candidate’s evaluation. This paradox is discussed as possibly resulting from the occurrence of a 

halo effect in the panel’s judgment of the candidates. By providing a multi-methods approach, this 

study aims to provide insights which can be useful for all stakeholders involved in competitive funding 

evaluations. 

Introduction 

Applying for competitive funding is an inherent part of the researcher profession, and something 

which virtually all researchers will do at some point. The increasingly competitive nature of the 

profession is becoming a more prominent topic with far-reaching policy, economic, and societal 

implications, largely due to the emergence of the now well-known “publish or perish” dynamics 

(Backes-Gellner & Schlinghoff, 2010; McGrail et al., 2006). Although this is still an ongoing debate, it 

has been noted in the literature that part of this can be due to evaluation schemes which might have 

created perverse incentives to gamify the system (Martin, 2011; Stephan, 2012), leading to 

maximization of indicators with the sole goal of securing funding and not necessarily leading to good 

science (Young, 2015); indeed, and although it is unlikely that this is the sole cause, the rates of 

worldwide innovation have been steadily decreasing (Huebner, 2005). Simultaneously, it has been 

shown that funding tends to be concentrated in “scientific elites” (Larivière et al., 2010), causing 

further issues as it has also been shown that such concentration of resources tends to yield diminishing 

returns (Mongeon et al., 2016). Attempts to solve the issues of exploitation of the system have taken 

the form of funding lotteries (Smaldino et al., 2019) – the rationale being that applications for 

competitive funding should only need to pass a basic screening for quality, and after reaching a 

threshold for admissibility, they are simply drawn at random – thus preventing indicator gamification, 

while simultaneously allowing a “fighting chance” for projects on topics which are methodologically 

sound, but would have lower chances of receiving funding when compared to “hot topics”. 

Academic employment has become precarious (Lempiäinen, 2015); lack of institutional funding, which 

by itself tends to also be in part competitive, pushes researchers into securing their own funding 

(Laudel, 2006). This can sometimes be necessary to secure their own employment, i.e., through a 

research grant, fellowship, or a funded project. This is the case for Portugal; although there exists a 

legal structure for contracting career researchers on a permanent basis, a substantial number of 

researchers either hold teaching contracts, or are hired by specific research projects and not 



necessarily by the institution per se. As such, researchers rely, for the most part, on state grants and 

state funded contracts in other to secure employment. Such is the case of the Individual Call to 

Scientific Employment Stimulus – a program first opened in 2018, promoted by the national research 

agency – Fundação para a Ciência e Tecnologia - with the goal of replacing post-doctoral grants with 

six-year contracts. This is highly desirable by researchers, not only due to the added longevity of the 

contract when compared to post-doctoral grants, but also because of the increased income and job 

security provided by a work contract when compared to simply being a grant-holder; this shift was 

met with some initial resistance by institutions due to the added costs in taxation for employing a 

researcher by contract, as opposed to a grant-holder whose income is tax-free in Portugal. 

Nevertheless, this call has been ongoing since then, and funds several hundred researchers at varying 

stages every year, mostly early career; however, this is out of several thousand candidates. As such, 

the difference between receiving funding or not is razor thin – because of this, understanding the 

inner workings of panel evaluations is invaluable for researchers trying to gain a foothold in the 

research arena. 

The de facto practice for competitive funding evaluation is through a panel of independent peers. Peer 

review is an important part of the scientific endeavor, serving as a way of ensuring quality control and 

validity of findings in scientific publications (Alberts et al., 2008). However, in the context of a panel 

of juries, the dynamics differ substantially from the standard “editor plus two referees” format 

commonly seen in journals. First, the number of peers tends to be higher; and second, they interact 

directly with one another, generally with the goal of attaining consensus, rather than providing 

independent and individual assessments (Bozeman, 1993). However, there are limitations to this 

approach due to the inherent subjectivity in the process of translating evaluation criteria into a 

classification (Zhu et al., 2022). This exacerbated by two aspects: first, no expert is all-knowing, and 

modern research careers and agendas are largely multidisciplinary causing situations where an 

application can fall outside of the expertise of the panel members (Zhu et al., 2020, 2022); and second, 

the understanding and interpretation of the evaluation guidelines can be vague or imprecise, causing 

hesitance on ascribing a particular rating to a candidate (Zhu et al., 2022). Additionally, there is a 

known documented disagreement effect in peer-review, referring to a low inter-rater reliability (Hug 

& Ochsner, 2022) – that is, differing reviewers can have radically different opinions on the same 

application. Indeed, because of the aforementioned, the literature has shown that the exact same 

grant application can be approved or rejected solely on the basis of which reviewer was assigned to it 

(Pier et al., 2018). More recent studies deemed these evaluations unreliable with inter-reviewer score 

correlations of 0.2 (Jerrim & Vries, 2020), while other authors go even further by noting that there is 

a great deal of chance involved in this process (Roumbanis, 2021). As these reviewing dynamics shape 

and influence the careers of academics all over the world, opening the black box in which they 

currently operate is essential. 

Several works have explored the dynamics of panel evaluation. One such work is Lamont’s book How 

professors think (2009), which focuses on the mechanics of panel evaluation of competitive grants in 

the social sciences. Lamont provides compelling evidence on the underlying complexity of the 

decision-making in such a context; panelists go beyond the formal criteria for evaluation and also apply 

informal, or “evanescent” criteria – such as perceived intelligence, elegance, personal, and moral 

qualities of the candidate – when deliberating on their ratings. Indeed, other classic works have 

portrayed academics as striving to acquire intellectual capital (Bourdieu, 1999), through which they 

can impose their vision on the academic landscape (Bourdieu, 1988), whereas others have noted how 

reputation and prestige can “taint” decisions through an halo effect (Merton, 1996). This study, 

however, does not aim at entering the debate on whether or not subjectivity has a place in panel 

evaluations. Rather, it aims to create a better understanding of how such complex decision-making 



takes place, by going beyond the explicit criteria for evaluations and determining the role affect plays 

in ascribing scores to candidates. 

This study presents itself as a case study of panel evaluation dynamics using application and evaluation 

data from the 3rd (2020) and 4th (2021) edition of the Individual Call to Scientific Employment Stimulus. 

It employs a mixed-methods approach in order to gain insights into how individual applicants are 

selected by panelists in a competitive funding call. Furthermore, it aims to demonstrate and propose 

several methodologies which can be employed to judge the scientometric validity of panel 

evaluations. The paper will begin with the presentation of the methods employed, followed by the 

three primary analysis. It will then conclude with a summary of findings and a discussion on 

implications, limitations, and future directions for this line of research. 

Method 

Data collection 

The data for this study was collected from two primary sources. The first were the panel evaluations 

for the 3rd (2020) and 4th (2021) edition of the Individual Call to Scientific Employment Stimulus, 

promoted by the Fundação para a Ciência e Tecnologia (FCT) in Portugal. Although there were various 

panels, corresponding to a multitude of fields of science, only one panel was used for each edition due 

to limited data availability. Due to privacy concerns, it will not be stated which specific panels the data 

was collected for, but we note that these were within the social sciences, and thus the findings might 

not be applicable to other fields of science. Additionally, the data refers to candidate at the Junior 

level – up to five years of experience following PhD conclusion. The panel results included both 

quantitative and qualitative evaluations of both the candidate and the project. This data was collected 

for analysis, although it must be noted that the data on project evaluation was not analyzed for two 

reasons – first, it only corresponds to a smaller fraction of the final score (30%); and second, project 

evaluation is highly subjective and not adequate for the type of analysis which was planned for this 

exercise. A total of 144 candidates were identified, corresponding to 73 for the 3rd edition and 71 for 

the 4th edition of the call. 

Following this, scientometric data was obtained from the Portuguese scientific curriculum 

management website – Ciência Vitae. The reason for using this specific source is that it is the official 

curriculum platform which is used in this call, thus representing the actual information which the 

evaluation panels had access to. Since these calls were conducted in differing time periods, the 

content of the curriculums had, necessarily, shifted over time. Thus, for data collection, indicators 

were only considered up to the year in which the call occurred; for the 3rd edition, up to 2020; and for 

the 4th edition, up to 2021, thus providing a snapshot of what the curriculum would have looked like 

at time of submission. Unfortunately, the calls closed in February of the respective years, and the 

indicators in the platform did not have a month timestamp, which means that there is a “blind spot” 

of roughly two months during which indicators might not have been counted, an unavoidable 

limitation due to the nature of the data. Additionally, some candidates had either closed their Ciência 

Vitae profile at the time of data collection or set its visibility to private. As such, these 16 candidates 

were not considered for the analysis which relied on scientometric data, leaving a sample size of 128 

for those specific analysis. 

Ciência Vitae profiles are broadly organized into six main categories: Education, Employment, 

Production, Activities, Prizes, and Projects. Each of these sections has sub-sections. Data was collected 

for each of these sub-sections, but aggregation had to be subsequently done in order to keep the 

number of variables at a manageable level, as will be described further ahead in the manuscript. 



Panel composition and operation 

In accordance with the regulations for the Individual Call to Scientific Employment Stimulus program 

(FCT, 2020), the evaluation panels are nominated following deliberation by FCT’s board of directors. 

Furthermore, they are to be comprised, preferably, by international experts of known merit. 

Additionally, the panels can request assistance from external evaluators if necessary. The panels are 

required to apply each of the evaluation parameters to the submitted applications, write a report on 

each of them, order them by score, identify which ones are eligible for funding, and compile a final 

report which includes the results, and also feedback on the evaluation system. Although the 

regulations do not mention how many members each panel should have, we note that the 3rd edition 

panel was comprised of 11 individuals, and the 4th edition panel had 14 members. 

Proceedings must be written for each panel meeting, with a summary of what was discussed, which 

members of the panel were present, the rationale for the evaluations, and whatever other issues were 

discussed. Although the regulations suggest that the panel has the final verdict on which candidates 

are funded, this is not necessarily the case. Consulting the proceedings confirms that the panels 

ascribe a final score to each candidate, but do not decide what is the cutoff point in the ordered lists. 

Thus, when they submit the final report for their respective panel, they are unaware of which 

candidates will in fact secure funding. 

Instead, after the disciplinary panel meetings are done, the chairs of each panel hold a general 

meeting. It is this “Coordinating Evaluation Panel” – comprised by 26 individuals – which decides how 

the available positions will be distributed by each disciplinary panel and by level of application. Thus, 

the success rate is defined based on available funding and number of candidates; this was set at 8.2% 

for the 3rd edition, and 10.7% for the 4th edition. As such, it is only at this point that the cutoff point is 

decided and applied to the ordered listings of candidates in each panel. 

Following this, provisional results are published, and candidates have access to the full applications, 

evaluations, and scores of every applicant in their own panel. Candidates who are rejected can file an 

appeal, which will be evaluated by the same panel which rated the original application. Only after this 

second round of evaluations are the results deemed final. However, if the application is again rejected, 

candidates still have available one final option for appeal – they can escalate to a formal complaint, 

which is then evaluated by a separate panel of experts. Following this, the final results can be amended 

or not based on their decision, and there are no further options for appeal. 

Variables 

The data extracted from the Ciência Vitae platform was organized in a way to preserve its original 

structure in the platform; however, data reduction was necessary due to the small sample size. 

Literature suggests a minimum of two participants per variable for regression analysis (Austin & 

Steyerberg, 2015). Considering this, categories which were underrepresented in the candidates’ 

curriculums were merged; categories which had an eminent positioning in the qualitative analysis 

were kept as stand-alone for counting purposes. The organization scheme is as such: 

Activities refers to various activities conducted by the candidate, such as belonging to associations, 

committees, having participated in conferences, organized events, conducted peer review, teaching 

activities, and other non-academic activities. Production refers to the scientific output of the 

candidate, including books, book chapters, conference production, cultural/artistic production, 

published papers, media production, thesis, and other production. Projects refers to competitive 

projects or funding, such as grants, competitive projects, and other type of projects. Work is the 

professional path of the candidate, including number of scientific jobs, teaching jobs, and other types 



of jobs. Finally, prizes refers to titles, awards, and other distinctions obtained by the candidate. The 

aggregation scheme for the various categories is shown in Table 1: 

 

<INSERT TABLE 1 HERE> 

 

Based on the results from Analysis 1 – the content analysis, which will be presented further ahead – it 

became evident that multiple counting methods were necessary for an accurate representation of the 

panel’s evaluation process, since there was indication that authorship and internalization played an 

important role. As such, each of these scientometric indicators were counted in five different ways. In 

raw counting, they were counted simply as they are – one item, one count. In international counting, 

the item was only counted if it was deemed an internationalized item. The criterion for establishing 

internationalization was whether or not the item was in the English language. Lacking data on the 

localization of every individual item, this was deemed a satisfactory compromise – English is, after all, 

the lingua franca of science (Sano, 2002) and it is reasonable to assume that materials written in other 

languages tend to have a regional, rather than an international scope. Additionally, in Portugal there 

are policy-related motives to understand internationalization as English-based. First, one of the key 

criteria for evaluation of R&D units in Portugal is their degree of internationalization as measured by 

number of publications in high-impact international journals (Horta, 2008), the vast majority of which 

are in English (Mueller et al., 2006; Seglen, 1997); second, this is acknowledged by institutional 

stakeholders, who encourage researchers to publish mainly in English (Pinto & Sá, 2020); and third, 

Portugal’s primary international scientific partner, in terms of co-authored publications, is the United 

Kingdom (Patricio, 2010) – thus leading to a baseline bias towards publishing in English.   First author 

counting only counts items where the candidate is the first author; whereas Single author counting 

only counts items where the candidate is the only author. Finally, Fractional counting weights the item 

by the number of co-authors – for example, an item with two authors is counted as 0.5, and an item 

with four authors is counted as 0.25. It is important to note that non-raw counting was not possible 

for all items since some of these categories do not have authorship or internationalization data; 

notably, authorship-based counting was only available for items under the Production category, and 

internationalization-based counting was only available for items under the Production and Activities 

categories. 

Additionally, variables were computed to consider other aspects of internationalization, and other 

aspects which are, at the least, useful for control purposes. Unique job countries Count is a count 

variable indicating the number of unique countries in which the candidate held a position identified 

in the Work section of the Ciência Vitae profile; Maternity is a dummy variable indicating whether or 

not the candidate reported a maternity leave, which is important since this is stated in the evaluation 

guidelines as a criterion; reference category is having a maternity leave. Gender is a dummy variable 

indicating the participant’s gender, with the reference category being males – this is also an important 

control variable due to the existence of a well-studied gender gap in the academia (Abramo et al., 

2009; Frandsen et al., 2020; Santos et al., 2020). PhD Uni Top Ranked is a dummy variable indicating 

whether the candidate’s PhD institution is in the top 500 of the Shanghai World University Ranking – 

important not only for control purposes due to the differing productivity dynamics of research-

oriented institutions (Kwiek & Roszka, 2021), but also because this topic emerged several times in the 

content analysis. Reference category is being in a top-ranked institution. Distinction is a dummy 

variable indicating whether the candidate received a distinction, such as a cum laude, in his or her PhD 

degree, the reference category being having received such a distinction; this was included since it was 



mentioned by the panels, as noted in the content analysis. Finally, Time since PhD is the time, in years, 

elapsed since the conclusion of the candidate’s PhD, also included both for control purposes – since 

productivity tends to accrue over time (Allison et al., 1982; Allison & Stewart, 1974) – but also since 

the PhD conclusion year was consistently mentioned in the qualitative evaluations. 

Procedure 

Three separate but inter-related analysis were conducted. In this section, we will provide a general 

overview of the analytical roadmap and the rationale behind it; for ease of reading, more specific 

details on each analysis’ interpretation are provided in the respective section. 

The first analysis is a content analysis (Drisko & Maschi, 2016) in which two corpora of materials were 

analyzed – the first were the evaluation guidelines for the call, and the second were the 144 qualitative 

evaluations provided to each application. The goal of this analysis was to identify both the explicit and 

implicit criteria for candidate evaluation. A complementary analysis was conducted – sentiment 

analysis. This methodology hails from the field of natural language processing, and aims to identify 

the affectual state of the writer behind a sentence by analyzing its polarity (Mohammad, 2016; Shaikh 

et al., 2007). The rationale behind this analysis is that criteria which implicitly elicit a stronger 

sentiment on the panelist will translate into polarity-loaded statements, rather than neutral ones. The 

polarity-loading of the evaluations was then used in subsequent analysis. 

The second analysis is a classic scientometric analysis based on a set of OLS regressions (Hair et al., 

2014; Montgomery et al., 2021), with five models, with the dependent variable being the candidate’s 

quantitative evaluation score, and the independent variables being the various scientometric 

indicators described above as well as the control variables. Five models were specified; the dependent 

variable is always the same, but the type of counting varies by model, using the five different counting 

types which were described above. The goal of this analysis was to determine if scientometric 

indicators which were identified as relevant criteria in the previous analysis did in fact have an impact 

on the candidate’s score. 

The third analysis is a mixed-methods analysis which crosses the results from the qualitative analysis 

and the scientometric data. Individuals with positive, neutral, and negative polarity on various 

qualitative evaluations are compared based on the corresponding metric to determine whether there 

is a correspondence between the qualitative evaluation and the quantitative indicators – in other 

words, if an individual which was evaluated as publishing many papers does in fact have more papers 

than individuals with neutral or negative qualitative evaluations. This was done through ANOVA with 

Tukey’s HSD post-hoc tests (Tukey, 1953). In addition, a polarity rating was computed for each 

candidate – based on the sum of negative (-1), neutral (0), and positive (1) occurrences, and used in a 

regression with the candidate score as the dependent variable, providing another measure of 

qualitative-quantitative correspondence. 

Results 

Analysis 1 – Content analysis 

In this analysis, the primary goal was ascertaining what were the criteria – both explicit and implicit – 

for candidate evaluation. The explicit criteria were identified based on a simple reading of the call’s 

regulations. The implicit criteria were identified based on a content analysis of the qualitative 

evaluation which was provided alongside the quantitative evaluation. The goal of this was to identify 

which aspects of the curriculums were more often mentioned by the panel; the rationale being that 

aspects mentioned more often are likely to have a larger impact on the final quantitative assessment. 



Additionally, chi-square tests were conducted to identify whether the frequency of occurrence for 

each theme differed across panels. 

The evaluation guide for the call is very similar for both editions1, with only minor changes in the 

organization of the content. It begins with a list of four items stating that the merit of the candidate is 

based on his i) Curriculum Vitae, ii) the Motivation letter, iii) the CV Synopsis, and iv) if there is any 

interruption of scientific activity (this criterion is not explicitly stated in the criteria list for the 3rd 

edition but is mentioned in the following text nonetheless). The Curriculum Vitae refers to the 

candidate’s curriculum, which must be uploaded through the national scientific curriculum 

management platform – Ciência Vitae – which is similar to ORCID, but specific to national state-funded 

calls. The motivation letter is self-explanatory and a common requirement for most job applications 

including non-academic ones. The CV synopsis is simply a summary of the CV written by the candidate 

where he or she indicates the highlights of the last five years. This is expected to duplicate the content 

of the main CV since at the Junior level the last five years might, realistically, represent the totality or 

majority of the applicant’s CV – recall that this level of applications is exclusive to individuals who have 

completed their PhD less than five years prior to the call. 

Following this list, the document states that the merit of the candidate is based on the aforementioned 

items: 

“(…) with emphasis on scientific, technological, cultural and/or artistic achievements and the 

applied research or research based in practice considered by the applicant as the most 

relevant or the most impactful. This criterion also considers other aspects highlighted by the 

applicant such as her/his internationalization, management of science, technology and 

innovation programmes or projects, scientific supervision, outreach activities and 

dissemination of knowledge, namely for the promotion of culture and scientific practices.” 

(FCT, 2021, p. 6) 

This first paragraph indicates several important aspects of evaluation: scientific and technological 

achievement, as well as cultural and artistic. The degree of internationalization, management 

activities, projects, supervisions, outreach, and dissemination activities. The guide continues as such: 

“The evaluation must consider the career level selected by the applicant, particularly in what 

concerns the evaluation of scientific independence (for principal and coordinating 

researchers) and scientific leadership (for coordinating researchers). An eventual mismatch of 

an application in relation to the researcher contract level may be penalized by the evaluation 

panel, e.g. an applicant applying for an Assistant researcher position but already having 

research seniority and scientific independence may be penalized.” (FCT, 2021, p. 6) 

This section highlights the consideration of career stage as an important aspect, albeit moreso for 

higher tiers of the call, of which this is not the case. It also indicates that applying at a level for which 

a participant is overqualified might result in disqualification. Finally: 

 
1 3rd Edition: 
https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_3rd_Evaluation_Guide.p
df 
4th Edition: 
https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_4th_Evaluation_Guide.p
df 

https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_3rd_Evaluation_Guide.pdf
https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_3rd_Evaluation_Guide.pdf
https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_4th_Evaluation_Guide.pdf
https://www.fct.pt/apoios/contratacaodoutorados/empregocientifico/docs/CEECIND_4th_Evaluation_Guide.pdf


“Although taking into account the full professional path of the applicant, the evaluation should 

be focused on the last 5 years, with the following exceptions: 

- Junior researchers with less than 5 years of scientific activity; 

- Researchers who have interrupted their scientific activity due to maternity/paternity leave 

and/or serious illness, as well as other interruptions. In these situations, the evaluation should 

be focused in the last 5 or less working years of scientific activity, as described in the CV 

synopsis and explained by the applicant in the justification for the interruption of scientific 

activity. Please note that for the Junior Researcher level PhD holders for more than 5 years 

will be eligible if they had interruptions in their scientific activity due to maternity/paternity 

leave and/or serious illness.” (FCT, 2021, p. 6) 

In this final section it states that the last five years should have greater weight on the evaluation. The 

data for this exercise was based on the Junior level – which have obtained the PhD less than five years 

prior to the call – and as such there is not an expectation of substantial career data beyond that point. 

Nevertheless, the full CV was fully considered for the quantitative analysis which will be reported in 

the following section. 

Having these preliminary categories in mind, a content analysis was conducted for the full 144 

qualitative evaluations. A first reading was conducted with several coding categories based on the 

aforementioned aspects which were explicitly referred in the evaluation guide. Throughout this first 

reading, in-vivo categories were also created based on non-explicit topics which emerged frequently 

(for example, authorship order) or which were considered noteworthy for standing out. After this first 

reading, the coding sheet was analyzed and refined to coalesce redundant categories, and a second 

reading was done for definitive coding. The coding sheet was as such: 

 

<INSERT TABLE 2 HERE> 

 

Applying this classification scheme, we computed the relative frequency of occurrence, globally and 

for each edition, which is as follows: 

 

<INSERT TABLE 3 HERE> 

 

The first noteworthy finding is the declared importance of publications, which was the most commonly 

emerging theme – the 4E Panel mentioned them in all evaluations, and the 3E Panel mentioned them 

in all but 3. This was followed by the date of the PhD’s conclusion, mentioned in 86.11% of all 

evaluations – however, this significantly differed by panel (χ2 (1) = 11.839, p < .001), with the 3E panel 

mentioning this more often (95.89%) than the 4E panel (76.06%). In third place is Scientific Work, 

mentioned in 74.31% of evaluations, and with no significant differences across panels. In fourth place 

is the degree of Internationalization, mentioned in 64.58% of evaluations, again with no notable 

differences across panels. Following this is conferences (63.19%), teaching (47.92%), projects 

(38.89%), book chapters (37.50%), and grants (36.81%). None of these differ across panels. The 

remaining themes were comparatively less common but can be seen in Table 3. Two noteworthy 

findings can be pointed out in these less common categories: one relates to first/single/co-authorship, 



which was mentioned twice as often (35.62%) in the 3E panel, when compared to the 4E panel 

(18.31%), a significant difference (χ2 (1) = 5.459, p < .05). Additionally, educational grades were 

mentioned much more often in the 4E panel (23.94%) when compared to the 3E panel (5.48%), also a 

significant difference (χ2 (1) = 9.851, p < .01). Overall, the themes which emerged in the qualitative 

evaluations largely resonated with the explicit evaluation criteria indicated in the evaluation 

guidelines. 

A secondary analysis – sentiment analysis – was also conducted2 (Table 4). For each thematic 

occurrence, it was classified based on its polarity – whether it was positive, negative, or neutral. For 

example, on the “Publications” theme, an occurrence was considered to have positive polarity if it 

framed the publication rate in a positive light (e.g., “the candidate has a substantial number of 

publications”), negative polarity if it reflected an insufficient productivity (e.g., “the candidate does 

not have many papers in the field”), or neutral if it did not carry any obvious polarity or consisted of a 

simple factual statement (e.g., “the candidate has published five papers”). To avoid potential semantic 

ambiguity, positive or negative polarity was only considered if the statement unambiguously exhibited 

positivity or negativity; for example, “the candidate has a few papers” could be interpreted in a variety 

of manners with regards to polarity, and as such was counted as neutral if it could not be contextually 

disambiguated; but “the candidate has few papers” would objectively indicate a lack of publications, 

and thus coded as having negative polarity. The polarity distribution is shown in the following table: 

 

<INSERT TABLE 4 HERE> 

 

This analysis highlights several key characteristics of the qualitative evaluation. First, most of the 

mentions of publication rates have some degree of polarity, with only 26.76% being neutral in nature. 

This suggests that publications should have some degree of influence on the quantitative grade, since 

they are deemed important enough to elicit an active polarity-loaded comment from the panel. Also 

notable, a substantial number of mentions of publication rates are indications of insufficiency of 

published works (40.85%). In opposition, the date of conclusion of the PhD, although being one of the 

most recurring themes, is always presented as a merely factual sentence. Our interpretation is that 

stating the PhD year is simply a confirmation of the candidate’s eligibility, since there is a 5-year cutoff 

as stated in the evaluation guide. Likewise, scientific work is mentioned frequently but in a largely 

neutral manner (71.96%); when polarity is present, it is more often portraying the candidate’s work 

as positive (21.5%) rather than negative (6.54%). More polarizing is the degree of internationalization; 

25.81% mentions carry positive polarity, 39.78% indicate negative polarity, and 34.41% are neutral. A 

possible interpretation is that a good degree of internationalization actively boosts the candidate’s 

evaluation, while lack of internationalization actively hinders it, since this aspect also tends to elicit an 

active response from the panel.  Conference participation is more often mentioned neutrally (52.72%), 

but when polarity is shown, it is more often positive (34.07%) than negative (13.19%). The remaining 

categories not only have few occurrences to make a meaningful interpretation, but they are also 

largely neutral in nature. Nevertheless, they are shown in the table above for the sake of 

completeness. Overall, it is shown that some criteria do have a degree of polarization in the sense that 

they are commented through polarity-loaded sentences, rather than neutral ones, suggesting that 

 
2 Although it was considered to split the valence analysis by panel, it was opted to conduct the analysis using the global sample for ease of 
presentation. 



these criteria are likely to have an implicitly higher weight in the final assessment. Figure 1 summarizes 

the global results of this exercise: 

 

<INSERT FIGURE 1 HERE> 

 

Figure 1. Polarity and content analysis of the global data. On the left: percentage of occurrences per 

theme and per polarity type. On the right: frequency of occurrence of each theme. 

 

Analysis 2 – Scientometric analysis 

For organization purposes of this section, note that the dependent variable is always the candidate 

score; the various columns in the tables refer to differing counting methods for the independent 

variables, some of which are not available for all variables. Model I consists of raw counting on all 

variables; Model II only counts international material for activities and production, with all others 

being raw counts; Model III only counts first-authored materials for production, with all others being 

raw counts; Model IV only counts single-authored materials for production, with all others being raw 

counts; and Model V employs fractional counting for production, with all others being raw counts. 

We begin the analysis by observing the results for the 3rd edition panel, which are shown in Table 5: 

 

<INSERT TABLE 5 HERE> 

 

The first surprising finding is that, while employing only raw counting, none of the scientometric 

indicators have any significant impact on the candidate score. The only significant effect is the number 

of unique countries where the candidate has worked (B = 0.349, p < 0.05), which correspondents to 

part of the internationalization criteria. However, when we move on to Model II – in which activities 

and production are only counted if they are of an international nature – still no significant effects 

emerge. This suggests that physical internationalization, as represented by international career 

mobility, is more important than international projection by means of publication in international 

outlets or dissemination of work abroad. Unique Job Country count maintains its effect. Proceeding 

into Model III, in which production is only counted if the candidate is the first author, still no effects 

emerge, suggesting that first-authoring academic materials, by itself, is also not a substantial factor 

affecting the candidate score. However, when we move to Model IV, in which production is only 

counted if the candidate was the sole author, significant findings emerge. First, single-authored book 

chapters significantly decrease the candidate score (B = -0.345, p < 0.05), a surprising finding, 

especially since these were mentioned in 37.5% of the qualitative evaluations and book chapters are 

a typical scientific output in the social sciences. More notably, journal articles, when only single-

authored papers are counted, now have a positive impact on the candidate score (B = 0.155, p < 0.01). 

Additionally, both peer review activity counts (B = 0.151, p < 0.05), teaching activities (B = 0.045, p < 

0.05), and projects (B = 0.096, p < 0.05) now have significant effects on the candidate score. 

Additionally, being a female also has a positive impact on the candidate score when only single-

authored articles are counted (B = 0.603, p < 0.05), while time since the PhD has a negative effect (B 

= -0.330, p < 0.01). The fact that these variables were not significant with other types of production 



counting is interesting, especially since their own counting remained unchanged. One possible 

interpretation is the occurrence of an halo effect (Nisbett & Wilson, 1977) – a candidate which has a 

multitude of single-authored papers is likely to result in a positive appraisal in other not necessarily 

related aspects of the curriculum, and gender seems to also play a role – the dynamics of which are 

complex (e.g., Abramo et al., 2009, 2018) and out of the scope of this paper. Time since PhD is easily 

explained – single-authored production might be impressive at a very early career stage, but if a longer 

time period has passed since the PhD’s conclusion, the competitive advantage is likely lost. Finally, 

Model V employs fractional counting of the candidate’s production. In this model, Gender, Teaching 

activities, and Projects are no longer significant; everything else remains identical to Model IV. 

Based on the five models, our interpretation is that the most consistent criterion for evaluation is the 

number of jobs the candidate has held abroad, reflecting the internationalization aspect based on 

geographical physical mobility, not scope of international activities. Production and activities, by 

themselves, do not meaningfully affect the candidate evaluation. However, the scenario changes 

when single-authored or fractional counting is employed; single-authored papers, or papers with few 

co-authors, have a positive impact on the evaluation with spillover effects into other aspects of the 

curriculum. 

We proceed by observing the results for the 4th edition panel, which are shown in Table 6: 

 

<INSERT TABLE 6 HERE> 

 

The results for this panel are substantially different from the previous panel, in that none of the 

scientometric indicators have any significant impact on the candidate score, regardless of the type of 

counting employed. The only aspect with a significant impact is the number of countries where the 

candidate has worked (p < 0.05), which resonates with the internationalization criteria also found in 

the previous panel. The only other noteworthy finding is that other jobs – non-academic in nature – 

have a negative impact on the candidate score (B = -0.249, p < 0.05), which by itself is unsurprising, 

but only when single-authored counting is employed. A possible explanation would be that holding 

non-academic jobs would detract from publishing single-authored materials, but since the 

productivity indicators by themselves are not significant, the dynamics at play here are unclear at this 

time. Overall, despite the implicit criteria stated in the qualitative evaluations (and the explicit 

evaluation guidelines), there is no statistical evidence for the scientometric indicators having an actual 

impact on the candidate evaluations for this panel. The fact that the results differ across panels hints 

at the existence of “written rules” which go beyond the simple following of the explicit and implicit 

criteria, which can vary by panel; something which is aligned with the existing literature (Lamont, 

2009). 

 

Analysis 3 – Mixed-methods analysis 

In this section, the results from the sentiment analysis are cross-matched with the scientometric 

indicators in order to ascertain whether there is a correspondence between the qualitative 

evaluations and quantitative productivity indicators. This is done by comparing individuals with 

positive, neutral, and negative polarity on various themes, with regards to the corresponding metric 

– for example, if individuals with a positive polarity on the “Publications” theme do in fact have more 

publications than individuals with neutral or negative polarity. Since not all themes emerged with 



equal frequency across the qualitative evaluations, and some of them are too uncommon to make a 

meaningful statistical interpretation, we only consider themes which have a minimum of ten 

occurrences in positive, neutral, and negative polarity. Thus, comparison was done only for the 

Publications (N = 142), Internationalization (N = 93), Conferences (N = 91), and Teaching (N = 69) 

themes. Publication polarity was compared using the “Production – Journal Articles” variable; 

Internationalization using the “Unique job countries Count”, and the sum of all international-counted 

activities, and also the sum of all international-counted production; Conferences was compared 

through the “Activities – Conference Participation” and “Production – Conference Materials” 

variables; and finally, Teaching was compared using the “Activities – Teaching” and “Teaching Jobs 

Count” variables. 

Beginning with the Publications polarity comparison, significant differences were found across polarity 

types (F(2, 123) = 27.877, p < 0.001). Post-hoc testing revealed that candidates with a positive polarity 

on the Publications theme had a higher number of publications (M = 9.93, SD = 7.259) than those with 

neutral (M = 4.49, SD = 2.769) or negative polarity (M = 2.75, SD = 2.629); however, candidates with 

negative or neutral polarity on publications did not exhibit significant differences between 

themselves, as shown in Figure 2: 

 

<INSERT FIGURE 2 HERE> 

 

Figure 2. Comparison of journal article counts across publication polarity types. 

Regarding the Internationalization polarity comparison, significant differences were found across 

polarity types for Unique job countries count (F(2, 78) = 4.498, p < 0.05), total international activities 

(F(2, 78) = 3.420, p < 0.05), and also total international production (F(2, 78) = 8.686, p < 0.001). In 

terms of unique job countries count, significant (p < 0.05) differences were found between candidates 

with positive polarity on internationalization (M = 3.17, SD = 1.543) and those with neutral (M = 2.10, 

SD = 1.319) or negative (M = 2.21, SD = 1.038) polarity. No significant differences were found between 

candidates with neutral or negative polarity. Concerning the total of international activities, the post-

hoc test found no significant differences between candidates with positive (M = 26.61, SD = 27.364), 

neutral (M = 25.14, SD = 26.680) or negative (M = 13.02, SD = 10.647) polarity. This is in spite of the 

omnibus test identifying significant differences. Thus, the results for this variable can be deemed 

inconclusive. Finally, regarding total international production, post-hoc testing revealed that 

candidates with positive polarity exhibited significantly (p < 0.05) higher levels of international 

production (M = 19.50, SD = 17.054) than those with neutral (M = 10.10, SD = 9.961) or negative (M = 

6.61, SD = 5.841) polarity. Neutral and negative polarity candidates did not significantly differ across 

themselves. Figure 3 summarizes these comparisons: 

 

<INSERT FIGURE 3 HERE> 

 

Figure 3. Comparison of unique job countries count, total international activities, and total 

international production across international polarity types. 

Proceeding into the Conferences theme, significant differences were found across polarity types for 

both Activities – Conference Participation (F(2, 79) = 8.672, p < 0.001) and Production – Conference 



Materials (F2, 79) = 6.131, p < 0.05). Post-hoc testing reveals that, for Activities – Conference 

Participation, candidates with a positive polarity on this category exhibited significantly (p < 0.01) 

higher counts of conference participation (M = 28.70, SD = 18.769) than those with neutral (M = 16.00, 

SD = 12.314) or negative polarity (M = 10.25, SD = 14.492). The latter two did not exhibit significant 

differences between themselves. Finally, for Production – Conference Materials, candidates with 

positive polarity exhibited a significantly (p < 0.05) higher count of conference-related production (M 

= 8.17, SD = 12.132) than those with neutral polarity (M = 1.95, SD = 2.679), but not when compared 

to those with negative polarity (M = 2.17, SD = 3.243). No differences were found between candidates 

with neutral and negative polarity. Figure 4 summarizes these comparisons: 

 

<INSERT FIGURE 4 HERE> 

 

Figure 4. Comparison of conference participation and conference materials across conference 

polarity types. 

The final comparison is regarding the Teaching category. Significant differences were found across 

polarity types for both Activities – Teaching (F(2, 60) = 9.968, p < 0.001) and Teaching Jobs Count (F(2, 

60) = 7.296, p < 0.05). For Activities – Teaching, post-hoc testing revealed that candidates with a 

positive polarity on the teaching category had a significantly (p < 0.01) higher intensity of teaching-

related activities (M = 19.55, SD = 16.501) than candidates with a neutral (M = 7.07, SD = 8.086) or 

negative (M = 2.20, SD = 3.120) polarity, whereas the latter two did not differ significantly among 

themselves. As for Teaching Jobs Count, candidates with a negative polarity had significantly (p < 0.05) 

less teaching experience (M = 0.40, SD = 0.966) than those with neutral polarity (M = 1.71, SD = 1.566), 

but did not differ from those with positive polarity (M = 1.73, SD = 1.421). No other significant 

differences were found. This is summarized in Figure 5: 

 

<INSERT FIGURE 5 HERE> 

 

 Figure 5. Comparison of teaching activities and teaching jobs across teaching polarity types. 

 

A final exercise for this analysis was computing a global polarity rating for each evaluation. This was 

done by coding negative polarity occurrences as -1, neutral as 0, and positive as 1, and then simply 

summing all occurrences for each evaluation. This resulted in a “Polarity Rating” representing a global 

sentiment assessment of the qualitative evaluation. The resulting indicator revealed a relatively 

normal distribution, as shown in Figure 6. Finally, the candidate score was regressed on polarity rating, 

and it was found that the qualitative evaluation’s polarity rating was a positive predictor of the 

candidate score (B = 0.297, p < 0.001; R2 = 0.439), which is also shown in Figure 6: 

 

<INSERT FIGURE 6 HERE> 

 



Figure 6. Left: Histogram of the Polarity Rating, with mean shown as a dotted line. Right: scatterplot 

of polarity rating and candidate score, with regression line. 

 

Overall, this analysis highlights three important aspects. First, there is only a partial correspondence 

between the qualitative evaluations and the quantitative scientometric indicators. Second, the global 

polarity of the evaluation is positively associated with candidate score. And third, based on the pair-

wise comparisons, there does not appear to be many differences at a scientometric level between 

candidates with negative or neutral polarity assessments; only those with positive polarity tend to 

exhibit significantly higher metrics when compared with the other two, in most but not all of the 

comparisons 

Discussion 

In this study, we aimed to explore the dynamics of a social sciences panel evaluation process by 

analyzing data from two editions of a competitive call in Portugal. Several key findings have emerged. 

First, the implicit criteria for evaluation – identified through the qualitative evaluations – are largely 

in line with the explicit criteria in the evaluation guidelines. This indicates that the panelists largely 

tend to follow the stated criteria to the best of their ability, even though there are some occurrences 

which emerged which were not explicitly stated in the guidelines; this can be simply a byproduct of 

the subjective interpretation which is inherent to these processes (Zhu et al., 2022). However, when 

we observe the scientometric data, there is little to no evidence of the candidate’s scientific 

curriculum having an actual impact on the final evaluation, in spite of these criteria being mentioned 

in the qualitative evaluations. The sole exception to this is internationalization, assessed as 

geographical physical mobility, which is systematically significant across models. We then compared 

qualitative evaluations with positive versus those with negative or neutral polarity. Positive-polarity 

evaluations, in most cases, have more of whichever scientometric indicator was noted in the positive-

loaded evaluation, when compared to negative/neutral evaluations; the exceptions to this are in the 

comparisons for Teaching – Job Count and International – International Activities, which show no 

differences across polarity types in terms of the correspondent metric. The complexity of the process 

becomes clearer when we consider that the overall sentiment of the evaluation does in fact influence 

the candidate’s evaluation, in spite of the scientometric indicators not directly influencing the 

candidate score. Thus, this hints towards the presence of some affective mechanism at work which 

goes beyond the explicit and implicit criteria for decision-making. 

The role of affect should not come as a surprise; indeed, it has been noted in the literature that 

panelists follow a set of informal rules which go beyond the explicit ones (Lamont, 2009; Langfeldt, 

2004). These rules tend to emerge due to the fact that “excellence” is, in this context, very difficult to 

define – panelists consider that they know it when they see it, but providing a formal definition for it 

is far more difficult; thus, “gut-feeling” and past experience can also play an important role (Lamont, 

2009) – perhaps even more than the official criteria, in some cases, which can partially explain why 

there is such a high disagreement among reviewers especially when consensus is not the goal (Pier et 

al., 2018). Indeed, even at the scientometric level, our results show differing effects across the two 

panels. Because of this, our interpretation is that the scientometric indicators, which should be used 

to judge the application, do not directly influence the score per se; rather, they contribute to a holistic 

evaluation of the candidate, which can elicit various types of affective responses (which can be 

indirectly garnered through the sentiment analysis of the qualitative evaluation). It is then this 

affective response, based on a mental representation of the candidate, which will translate into the 

final quantitative evaluation. In particular, this can explain why there is a mismatch between the 



polarity of the evaluation and the scientometric indicators in some of the metrics under study; a 

candidate who elicited a globally positive response can be perceived as having more of a thing than a 

candidate with a neutral or negative response, even when this is not the case (as occurred with 

Teaching Job Count and International Activities, noted above). 

A possible hint towards these dynamics lies in the fact that when production is counted only when the 

candidate is the sole author (our Model IV in the quantitative analysis), several significant effects 

emerge which were not found in other types of counting, especially in variables that are still raw 

counted in the same model. As mentioned in the respective section, we interpret this as the halo effect 

(Nisbett & Wilson, 1977) – a known cognitive bias which occurs when a positive appraisal of an 

individual’s characteristic leads to a positive appraisal of that individual’s other characteristics. The 

halo effect has been known to occur in such evaluations due to reputation and prestige (Merton, 

1996); however, in this case the candidates are all early in their career so it is unlikely that reputation 

played a substantial role in their evaluation. Rather, in this context, we suspect that individuals who 

publish a substantial number of single-authored articles elicit a positive affective response, which 

causes panelists to also consider other aspects of the candidate in a positive light – such as peer review 

and teaching – which would not be otherwise considered, even though they are stated in the criteria. 

As such, this suggests that each individual criterion is not considered in a vacuum, but rather as a piece 

of a puzzle adding up to a global representation of the individual, which is then translated into a 

quantitative assessment. Unfortunately, this is largely speculative based on current data, and 

confirming this interpretation would require additional data – notably, at the panelist level - which we 

have no access to.  

Conclusion 

The findings of this study provide further hints towards the complex mechanisms underlying panel 

evaluations. The fact that scientometric indicators by themselves do not appear to have much 

importance in the candidate score, in contrast with the sentiment of the evaluation – which does have 

an impact -  highlights the role of affect and informal rules as a critical part of the process. Although 

this has been noted previously in the literature – notably, by Lamont (2009) – this study further 

contributes to the topic by using a mixed-methods approach, which allowed us to identify the more 

subtle aspects of these dynamics which are difficult to identify through quantitative or qualitative 

methods alone. Additionally, as previously noted, the call under study places a much greater emphasis 

on the candidate’s curriculum than on his or her proposal; although the literature typically concerns 

itself with the academic judgement of proposals, this study provides a novel contribution to the 

literature by showing that this judgement - when applied to the candidates themselves - seems to 

follow similar mechanisms (and might in fact be entwined, but this would be a topic for another study 

entirely). 

This study has several implications. For funding agencies which employ panels of experts for review 

processes, it provides insights into how these panels operate. Additionally, the various techniques 

employed work as a proof-of-concept of how these methodologies can be used to judge the 

scientometric validity of panel reviews. For the candidates, it provides information which can be used 

to better their own applications, potentially increasing their chances of success. With that said, it 

should be noted that this study also has several the limitations, the first of which is its case study 

format. The data is limited to two panels in the social sciences for a very specific national call, and as 

such it is uncertain whether these findings would generalize to other calls – indeed, the results differed 

even across both of the studied panels. Unfortunately, collecting data with such depth as the one used 

in this study is a daunting task, and as such it would be very difficult to conduct a large-scale study 

without losing granularity of information. Because of this, it was opted to frame this exercise as a case 



study, which can still contribute to the field through its depth of information. Another limitation is the 

small sample size, which unfortunately, is simply due to the nature of the population. Even though we 

collected data for all candidates with public profiles, the sample size is limited by the number of 

applications, which by itself is not very large on a per-panel basis. We considered collecting data for 

other panels, but this would create an additional issue; other panels have likely different dynamics, 

which would require a very extensive cohort analysis since it would not be sensible to simply merge 

panels from differing fields of science. Despite this, this exercise should provide invaluable information 

for all academics who deal with the peer-review process in competitive grants, be they reviewers, or 

reviewees. 
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