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Strategy is about setting yourself apart from the competition. It’s not a matter of
being better at what you do – it’s a matter of being different at what you do.

Michael Porter





Abstract

Measuring salespeople’s performance is a process that occurs multiple times per
year on a company. During this process, the manager and the salesperson evaluate
how the salesperson performed on numerous Key Performance Indicators (KPIs).
To prepare the evaluation meeting, managers have to gather data from Customer
Relationship Management, Financial Systems, Excel files, among others, leading
to a very time-consuming process. The result of the performance evaluation is a
classification followed by actions to improve the performance where it is needed.
Nowadays, through predictive analytics technologies, it is possible to make classi-
fications based on data. In this work, the author applied a Naive Bayes model to
classify salespeople into pre-defined categories provided by the business, through
the use of data mining techniques over a dataset of about three years of sales
made by 566 salespeople of a global freight forwarder. The classification is done
in 3 classes, being: Not Performing, Good and Outstanding, the classification was
achieved based on KPI’s like growth volume and percentage, sales variability along
the year, opportunities created, customer baseline, target achievement among oth-
ers. The author also identified the most critical factors for salesperson’s success
based on the dataset as Growth amount, Target achievement, Growth percent-
age, and the number of months with growth above 0. The author assessed the
performance of the model with a confusion matrix and other techniques like True
Positives, True Negatives, and F1 score. The results showed an accuracy of 92,10%
for the whole model.

Keywords: Data Mining, Predictive Analytics, Sales, Performance Measurement,
Human Resources
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Resumo

Avaliar a performance de vendedores é um processo que ocorre várias vezes por
ano numa empresa. Durante este processo, o gestor e o vendedor avaliam o de-
sempenho do vendedor em vários Indicadores de Performance. Para a reunião de
avaliação, os gestores recolhem dados do sistema de Gestão de Vendas, Sistemas
Financeiros, ficheiros Excel, entre outros, levando a um processo longo e exaus-
tivo. O resultado da avaliação de desempenho é uma classificação seguida por
sugestões de melhoria. Atualmente, através das tecnologias de análise preditiva,
é possível fazer classificações com base em dados. Neste trabalho, o autor aplicou
um modelo Naive Bayes para classificar os vendedores em categorias predefinidas
fornecidas pelo negócio, usando técnicas de data mining aplicados a um conjunto
de dados, composto por cerca de três anos de vendas de um transitário global.
A classificação é feita em 3 classes, sendo estas: Baixo desempenho, Bom e Fora
de Série, a classificação foi alcançada com base em KPI’s como a percentagem de
crescimento, a variabilidade de vendas entre muitos outros. O autor também iden-
tificou os fatores críticos para o sucesso de um vendedor, de acordo com os dados,
como sendo volume do crescimento da base de clientes, a capacidade de atingir
os objetivos, a percentagem de crescimento e número de meses com crescimento
positivo. O autor avaliou o desempenho do modelo com uma matriz de confusão
e outras técnicas como True Positives, Negatives, e o score F1. Os resultados
apresentaram uma precisão de 92,10 % para todo o modelo.

Palavras-chave: Extracção de Conhecimento em Dados, Análise Preditiva, Ven-
das, Avaliação de Desempenho, Recursos Humanos
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Chapter 1

Introduction

1.1 Overview

Salesperson performance measurement is a process that occurs multiple times per

year on a company. The performance evaluation is based on various Key Per-

formance Indicators (KPI’s) extracted from multiple systems like Customer Rela-

tionship Management (CRM) and Enterprise Resource Planning (ERP).

Evaluating these KPI’s can be time-consuming as they require the analysis of

figures with complex calculations and require a judgment based on the values, and

the weight that each of the KPI contributes to the performance as a whole. The

KPI’s often include the amount of products/services sold by the salesperson, the

number of opportunities created, the ability to sell multiple products/services, the

variability of the sales along the year, among many others. When a company has

dozens or hundreds of salespeople, this process transforms on a thorough process

that may involve other departments like Human Resources (HR) and Operations.

The result of the performance evaluation is a classification followed by actions to

improve the performance where it is needed. Technology, through Data Mining

(DM), currently is capable of make classification based on data. DM is the process

1
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of exploration and analysis, by automatic or semiautomatic means, of large quan-

tities of data to discover meaningful patterns and rules [Koti, 2013]. DM tasks are

classified into two categories: descriptive and predictive [Koti, 2013].

In this work, the author proposes the use of DM techniques to allow sales leaders to

make a better decision about salespeople performance measurement, by building a

model in R that can classify a salesperson’s performance based on metrics defined

by the business.

1.2 Motivation

The performance evaluation is the process is of assessing various KPI’s that reflect

a person’s performance along a period. The metrics to evaluate vary from function

to function. For some functions, most of the parameters are objective; for others,

most are subjective.

When measuring salesperson performance, there are objective data, such as total

sales increase, sales costs or percent of quota gained, and subjective measures like

the manager’s assessment of the salesperson [Reday et al., 2009]. The result of

the evaluation is a classification based on data that reflect the past. Technology

is now capable of make classifications based on data through DM. Algorithms like

Naive Bayes (NB) and Random Forest can evaluate several KPI’s and return a

classification.

In this dissertation, it’s evaluated the possibility of classifying salespeople’s per-

formance based on KPI’s that reflect the past under assessment. The result of

the classification can reduce the amount of time spent by management, sales sup-

port functions, and the salesperson evaluating all the KPIs to conclude how the

salesperson performed.

2
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1.3 Objectives

Predictive analytics is an area increasingly entering the business and academic

fields [Waller and Fawcett, 2013]. Companies more and more have been using DM

to improve their internal processes and automate not only repetitive, but complex

tasks nowadays completed by humans [Ryu and Siegel, 2013] and [Kawas et al., 2013].

Predictive Analytics abilities like classification can read several chunks of data and

apply a label to it, and this opens the road to many different abilities. This re-

search seeks to deploy DM techniques to a dataset provided by a freight forwarding

company, that contains sales made to their customers for about three years by 566

salespeople and classify how these salespeople performed. The performance evalu-

ation should not only base on their sales amount, but also on other areas where a

judgment from a person would be critical, to evaluate the combination of multiple

KPI’s and decide if the salesperson performed or not.

To achieve this goal, the following are the objectives of this research:

1. To study the salesperson performance evaluation and, predictive analytics

for sales and HR in the academic area

2. To examine the current status of the DM platforms available in the market

3. To evaluate and select the methodology and tools to use in the research

4. Through descriptive analysis evaluate the KPIs used to assess salesperson

performance

5. To classify salespeople based on many levels selected by the company using

predictive analytics

The author will now on this dissertation describe the work done to achieve the

above objectives, where the first three are related to the literature revision, the

forth is an extensive analysis over the KPIs used to evaluate the salesperson’s

performance, and the fifth is the classification using predictive analytics.

3
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1.4 Outline of the Dissertation

This dissertation is composed of 8 chapters, including Introduction structured in

the following way:

Chapter 2 has a literature review. In this chapter, the author describes the

research made in the academic area for salesperson performance measurement

and predictive analytics for sales and HR. At the end of the chapter, the author

closes with a conclusion, where he wraps the literature review comparing what is

available in the academic area with the goal in this work.

Chapter 3 has the background, where DM tools and methodologies to work with

data are covered.

Chapter 4 describes the work methodology used, the steps to prepare the data

for reporting, and then the author makes an extensive descriptive analytics process

to asses the KPIs used to classify salespeople’s performance. This chapter end’s

with a classification model and a report with all the KPI’s ready to be assessed.

Chapter 5 describes the steps made to build the reports and to evaluate the

metrics used to classify the salespeople.

Chapter 6 describes the modeling phase. In this chapter, the author details all

the steps executed to clean a new dataset generated only with KPIs prepared to

build the model. The author also describes the model results and the impact it

may have on the predicted data.

Chapter 7 has a description of all the evaluation steps executed to assess the

model performance and the identification of the most critical factors for a sales-

person to succeed.

Chapter 8 has the conclusions of the work, starting with the work done and

goals, going then to the discussion of the results and future work suggested by the

author.

4



Chapter 2

Literature Review

Here, the author evaluates academic researches about the subjects used in this

research. Starting with the salesperson performance evaluation, then what have

been doing with predictive analytics for sales, moving later to predictive analytics

in human resources, closing the chapter with a conclusion of the literature review.

2.1 Review Protocol

2.1.1 Background

Salesperson performance measurement is a process that occurs multiple times per

year on a company. The performance evaluation is based on various KPI’s ex-

tracted from various systems like CRM and ERP. Evaluating these KPI’s can be

time-consuming as they require the analysis of figures with complex calculations

and require a judgment based on the values, and the weight that each of the KPI

contributes to the performance as a whole. Although these might be a reliable way

of doing performance evaluation, this process has been evolving in the last years,

and PA has been used in many areas on the companies, from predicting sales to

recruiting and performance evaluation in human resources. Therefore, there is a

5
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need to undertake a systematic review of available methods in the academic world

about how PA is being utilized.

This protocol goal is to present the scope of our literature review, and here we will

specify all the criteria needed for literature to be included in our research.

2.1.2 Objectives

The objectives of the review are to:

• Undertake a systematic review of empirical research on DM applied to sales

and human resources.

• Select a sub-set of studies to review in-depth.

• Synthesize the evidence from these studies about how PA is used in the

companies.

• Identify the research methods used.

• Identify any gaps in current research to suggest areas for further investiga-

tion.

• Provide a framework/background in order to position new research activities

appropriately.

More specifically, we want to find out:

1. What is currently known in the sales based on ML

2. What is currently known in the HR based on ML

In addition to producing substantive findings regarding sales and HR using Ma-

chine Learning, the review also aims to advance a methodology for integrating

diverse study types, including ‘qualitative’ research, within systematic reviews

DM.
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2.1.3 Criteria for considering studies for this review

Types of studies:

Articles to be included in the review must present empirical data and

pass the minimum quality threshold described below.

Types of participants:

Studies of both students and from professional data scientists will be

included.

Types of intervention:

Inclusion of studies will not be restricted to any specific type of inter-

vention.

Types of outcome measures:

Studies must include detailed specs and steps of how to replicate the

results with similar data.

2.1.4 Search strategy for identification of studies

The search strategies will include electronic databases and hand searches of con-

ference proceedings.

Electronic databases:

The following electronic databases will be searched: IEEE Xplore, ACM

Digital Library, Science Direct – Elsevier, Springer, Emerald Publish-

ing, and International Journal of Scientific & Technology Research.

Conference proceedings:

The following conference proceedings will be hand searched for re-

search papers: IEEE International Conference on Data Mining (ICDM),
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Transforming Data With Intelligence (TWDI), Association for the Ad-

vancement of Artificial Intelligence (AAAI)

Search strategy:

The title, abstract, and keywords of the articles in the included elec-

tronic databases and conference proceedings will be searched according

to the following search strategy:

1. Data AND Mining

2. Predictive AND Analytics

3. Machine AND Learning AND Human AND Resources

4. Predictive AND Analytics AND People

5. Predictive AND Analytics AND Classification

6. Predictive AND Analytics AND Sales

7. Predictive AND Analytics AND B2B

8. Performance AND Evaluation AND Human AND Mining

9. Companies AND Predictive AND Analytics AND Competitive AND

Advantage

10. Predictive AND Analytics AND Sales

11. Machine AND Learning

12. Predictive AND Analytics AND HR Mining

2.1.5 Methods of the review

Selection of studies:

The search strategy will identify all relevant articles. Only studies writ-

ten in the English language are considered. Studies will be excluded

if:

(i) the study’s focus, or main focus, is NOT Data Mining or NOT

Sales or NOT HR-related;
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If it is unclear from the title, abstract, and keywords, whether a study

conforms to these screening criteria, it will be included for a detailed

quality assessment.

The nine criteria cover three main quality issues that need to be considered when

appraising the studies of this research:

• rigor: has a thorough and appropriate approach been applied to key research

methods in the study?

• credibility: are the findings well presented and meaningful?

• relevance: how useful are the findings to the software development industry

and the research community?

Two screening criteria relate to the quality of the reporting of a study’s rationale,

aims, and context. Each study will be assessed according to whether:

(i) the aims and objectives are reported (including a rationale for why the study

was undertaken);

(ii) there is an adequate description of the context in which the research was

carried out.

A further five criteria related to the rigor of the research methods employed to

establish the validity of data collection tools and the analysis methods, and hence

the trustworthiness of the findings. Each study will be assessed according to

whether:

(iii) the research design was appropriate to address the aims of the research

(iv) there is an adequate description of the sample used and the methods for how

the sample was identified and collected;

(v) any control groups were used to compare treatments
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(vi) appropriate data collection methods were used and described;

(vii) there is an adequate description of the methods used to analyze data and

whether appropriate methods for ensuring the data analysis was grounded

in the data.

Also, two criteria relate to the assessment of the credibility of the study methods

for ensuring that the findings are valid and meaningful. In relation to this, the

reviewers will judge studies according to whether:

(viii) the study provides clearly stated findings with credible results and justified

conclusions.

The final criterion relates to the assessment of the relevance of the study for

the software industry at large, the Freight Forwarding industry and the research

community. Thus, the reviewers will judge studies according to whether:

(ix) they provide value for research or practice.

Taken together, these nine criteria provide a measure of the extent to which we can

be confident that a particular study’s findings can make a valuable contribution

to this review.

Now, with the rules defined above, the author describes the findings in the areas

of Salesperson Performance and Predictive Analytics applied to sales and HR.

2.2 Salesperson Performance

Academic studies demonstrate that the success of a salesperson normally has

a direct relationship with company performance, [Rich et al., 1999] states that:

"When salespeople do well, the organization is likely doing well, and the contrary

is normally true as well.". When measuring salesperson performance, there are

10



Literature Review

objective data, such as total sales increase, sales commissions or percent of quota,

and subjective measures like manager’s or peer’s assessment of the salesperson

[Reday et al., 2009]. Many companies use a combination of objective and subjec-

tive KPI’s to make the assessment. A meta-analysis of objective and subjective

sales indicators suggests that there is a low correlation identified between objec-

tive and subjective sales success indicators, which suggests that these indicators

are not necessarily interchangeable and, the choice of the most appropriate may

require trade-off [Rich et al., 1999].

2.3 Predictive Analytics for Sales

Authors in the academic area refer that Predictive Analytics (PA) has been

used for several years in by companies to get a competitive advantage,

[Domingos and Van de Merckt, 2010], [Bose, 2009]. At first, by companies acting

in the B2C with a large customer base and capacity to collect and store transac-

tional data from customers, and only then by companies acting in the B2B area

[Domingos and Van de Merckt, 2010].

B2B selling companies are hiring cloud-based PA providers to draw on both inside

and outside data sources to identify new leads so that they can take advantage of

PA [Lilien, 2016].

[Mirzaei and Iyer, 2014] did a comprehensive study on the application of PA over

CRM data. The results show 57 articles found in 4 databases, where the studies

focused on dimensions like Customer Acquisition, Attraction, Retention, Devel-

opment, and Equity Growth. The results show that PA techniques between 2003

and 2013 gained a lot of popularity not only in the banking area but also on:

casinos, retailers, telecommunications, manufacturing, insurance, and healthcare

[Mirzaei and Iyer, 2014].

11



Literature Review

To understand what has been studied in the academic area in terms of predictive

analytics, the author hereunder describes some success cases of PA applied in sales

forecasting.

2.3.1 Sales forecasting of computer products based on vari-

able selection scheme and SVR

Like many other industries, sales forecasting is also a challenge for computer prod-

uct retailers. Wrong forecasts can cause product backlog or inventory shortages,

incorrect customer demands, and decrease customer satisfaction [Lu, 2014].

[Lu, 2014] combined Multi Variable Adaptive Regression Spines (MARS) with

SVR to make a sales forecasting model for computer products. The combination

of MARS scheme to forecast computer products called (MARS VR Scheme). The

main idea over the scheme was first to use MARS to select the essential forecasting

variables and then use the identified key forecasting variables as the input variables

for SVR. The data used was a compilation of the weekly sales data of five computer

products from a computer retailer in Taiwan. Products like Notebooks, LCDs,

Main Board, Hardrives, and Display cards.

2.3.2 Fast fashion sales forecasting with limited data and

time

Another case of success found is applied to fast fashion, which is an industrial

practice, where the main idea is to offer a continuous stream of new merchandise

to the market [Choi et al., 2014]. With this practice, some fashion companies

are even capable of having the products from the conceptual design to the final

product in just two weeks. Companies working with this practice have to make

their inventory decisions based on a forecast, with short lead time and a tight

schedule. The result is companies making a forecast on a near real-time basis and

with a minimal amount of data. [Choi et al., 2014] proposed an algorithm called
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Fast Fashion Forecasting (3F) that give the companies the ability to make forecasts

with limited data and time. This algorithm uses two artificial intelligence methods:

Extreme Learning Machine (ELM) and the Grey Model (GM). The data used

belonged to a knitwear fashion company using a fast-fashion concept. The data

included real sales collected used in the analysis. Products are categorized into

different types, and there are multiple styles and colors. [Choi et al., 2014] tested

the algorithm with real and artificial data, and results revealed an acceptable

forecasting accuracy with the 3F algorithm.

2.3.3 Support Vector Regression for Newspaper/Magazine

Sales Forecasting

The next case is in the media area, where due to the constant transformations that

information technologies are bringing to the world, new generations are more and

more used to grow up used to browse the internet for news and exciting stories

[Yu et al., 2013]. With that in mind, the media industry also has to evolve to keep

up with the evolution. Because of that, it is more urgent for traditional media

companies to make an accurate forecast on printing newspapers and magazines,

to avoid excessive printing or not meet the expected demand [Yu et al., 2013].

The study [Yu et al., 2013] made used SVR in a media company with printed

newspaper/magazines to create a sales forecast that estimate and prepare the

prints plan and distribution. The results of the study showed that demographic

characteristics as gender, age, income, education, and occupation distributions

affect the newspaper and magazine sales. In particular, the percentage of people

with income between 100.000 and 124.000 has a stronger influence on sales. This

experiment also showed that SVR is a superior method in forecasting sales for the

news/magazines industry [Yu et al., 2013].

With these scientific articles about success cases of PA in the B2C, we move next

to success cases in the B2B area.
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2.3.4 OnMachine Learning towards Predictive Sales Pipeline

Analytics

On companies operating in B2B, new sales are often identified as Leads. These

leads move then into the Sales Opportunity Pipeline Management System. Later

on, some of these Leads are qualified into opportunities. A sales opportunity is a

set of none, one, or several products or services that the salesperson is trying to

convert into a purchase. All the Opportunities are tracked, ideally ending on a

won business that generates revenue for the company [Yan et al., 2015].

A fundamental part of the pipeline quality assessment is the lead-level win-propensity

score, identified as the win-propensity. The salesperson usually enters these scores,

to avoid noise inserted by the salesperson for various reasons and biased scores,

[Yan et al., 2015] proposed a model to calculate the win-propensity using the

Hawkes process model [Yan et al., 2015]. The proposed method was deployed on

a multinational Fortune 500 B2B-selling company with success in 2013.

2.3.5 Prescriptive Analytics for Allocating Sales Teams to

Opportunities

Still, in the Opportunities,[Kawas et al., 2013] used Predictive and Prescriptive

Analytics to increase the revenue of a company by 15%. By automating the

allocation of sales resources to opportunities to maximize opportunities revenue in

B2B selling for the company.

For Predictive [Kawas et al., 2013], mined the historical selling data to learn sales

response functions that have the behavioral relationship between the size and

composition of a sales team, and the revenue earned for the different types of

customers and opportunities using multiple linear regression.

For Prescriptive, [Kawas et al., 2013] used the sales response functions to deter-

mine the allocation of salespeople’s effort to the customer’s opportunities that
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maximize the overall revenue earned by the salespeople, using a piece-wise linear

approximation.

With this base for PA for sales, the author now moves to the application of PA

to HR. HR is essential in this work because the goal is to return the salesperson

performance evaluation as a form of classification.

2.4 Predictive Analytics in HR Management

2.4.1 In General

[Malisetty et al., 2017] on an article published in 2017, propose the use of PA in

HR for:

• Employee Profiting and segmentation, by anticipating the standing of every

employee to profit from learning opportunities or capitalize on new under-

takings;

• Employee Attrition and Loyalty Analysis, using predictive risk models to

predict potential loss of employee and, by combining attrition risk score with

worker performance info, HR can distinguish high-performing employees and

also reduce potential attrition;

• Forecasting of HR Capacity and Recruitment Needs, using PA to anticipate

the recruiting needs by combining the gap between people to recruit and

people already employed, allowing HR to avoid under and over employment;

The author also proposes research in Appropriate Recruitment Profile Selection,

Employee Sentiment Analysis, and Employee Fraud Risk management.

[Sujeet N. Mishra, 2019] propose the use of Human Resource Predictive Analytics

(HRPA) for decision making by presenting two cases of success: One in a US wind

turbine maker that changed the recruitment and retaining policies based on HRPA;
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Another is at Cisco, which used IBM SPSS to transform the relationship between

its HR analysis and executive leaders. [Kessler et al., 2007] presents the catego-

rization module of E-Gen, a modular system to treat job listings automatically.

Through SVM [Kessler et al., 2007] managed to rank candidate responses based

on several information. [Menon and Rahulnath, 2016] used machine learning tech-

niques to rank candidates on a recruiting process by analyzing the candidate adapt-

ability to a job position based on the candidate tweets. [Faliagka et al., 2012] pro-

posed an approach to evaluate job applications in online recruitment systems, to

solve the candidate ranking issue. By analyzing the candidate’s Linkedin profile

and infer their personality characteristics using linguistic analysis on the candi-

date blog profile. This was achieved by using training data provided by human

recruiters and applied in a large-scale recruitment scenario with three different

positions and 100 applicants using Regression Tree and SVR.

2.4.2 For performance evaluation and analysis

[Zhao, 2008] proposed a method of DM for performance evaluation, for that they

gathered information about Ability, Attitude, Performance, Harvest, and Spirit in

a dataset. Then they used the K-Expectation algorithm to classify employees into

the same group. After that, a Decision tree is used to train a model based on rules

that can be used by managers to classify and select the best employees from the

applicants.

[Jing, 2009] applied Fuzzy Data Mining Algorithm (FDMA) for performance eval-

uation of human resources. For that, the author used evaluation records with

four features: innovation ability, learning level, work efficiency, independence, and

workability, and each of these had four levels, which are the corresponding score

of each feature. Then [Jing, 2009] used the maximal tree to cluster the human

resource, with that the next step was to compare the data from management with

each cluster and calculate the proximal values based on the FDMA, the last step

referred to determine the evaluation. The evaluation, in this case, was a result

closer to each of the 4 clusters that are named as Best, Better, General, and worse.
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[Xiaofan and Fengbin, 2010] applied Decision Trees on Performance Analysis of

human resources to make classification Analysis. The results show that there are

mutual restraint and influence between performance results and working quality,

tasks, skills, and attitude. Concluding that if the enterprise in the future cultivates

employee working skills and quality, the employees consciously improve themselves

in these areas.

2.5 Conclusion

The success of a salesperson usually has a direct relationship with company perfor-

mance [Rich et al., 1999]. To evaluate a salesperson’s performance, there are ob-

jective and subjective measures, like total sales increase, sales commissions, or per-

cent of quota and subjective measures like managers’ assessment [Reday et al., 2009].

Many have been made in the academic area in PA for sales. During this Literature

Review, several cases of success in PA were covered, using different algorithms and

in industries like computer sales, fashion, or media [Lu, 2014], [Choi et al., 2014],

[Yu et al., 2013]. The author was also able to cover some cases using CRM data,

specifically in the B2B area, where Opportunities scores and allocation were auto-

mated using PA [Yan et al., 2015], [Yan et al., 2015] and [Kawas et al., 2013]. In

the HR field, PA is proposed in multiple cases for the recruiting area, data analyt-

ics, and performance evaluation [Malisetty et al., 2017], [Sujeet N. Mishra, 2019],

[Kessler et al., 2007], [Menon and Rahulnath, 2016], [Zhao, 2008], [Jing, 2009], [Xiaofan and Fengbin, 2010]

and [Faliagka et al., 2012]. As in this work, the goal is to classify salespeople using

PA the author now follow confident that the goals should be achievable, using DM

and PA.

In this research, the author has to apply DM to a dataset and classify salespeople.

Only with the difference that most of the metrics are objective and not subjective

as used in some of the works covered in this literature review, and the result should

be a classification text and not a number.
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Chapter 3

Background

3.1 Data Mining Platform

3.1.1 Machine Learning

Machine Learning (ML) is the study of statistical models and algorithm’s, that

computer systems use to improve their performance on a task. The algorithms used

in ML build mathematical models of sample data that allow the computer to make

predictions or take decisions without explicit programming. These algorithms are

nowadays used on various applications like: email spam filtering, computer vision,

fraud detection, user purchase suggestions among others. ML is also highly related

to computational statistics focused on making predictions [Kotsiantis et al., 2006].

Machine Learning (ML) can be made Supervised or Unsupervised. According to

[Kotsiantis et al., 2006], every instance in a dataset that is used by a ML algorithm

is represented using the same set of features. These features can be categorical

or binary. [Kotsiantis et al., 2006] also states that "If instances are given with

known labels (the corresponding correct outputs) then the learning is called su-

pervised, in contrast to unsupervised learning, where instances are unlabeled".

[Kotsiantis et al., 2006] also states that "There are several applications for Ma-

chine Learning (ML), the most significant of which is data mining."
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3.1.2 Data Mining

Researchers define DM as an interdisciplinary sub-field of computer science that in-

volves the computational process of large data sets patterns discovery [Koti, 2013].

With the goal of extract information from data sets and put it on forms, a human

can extract knowledge from it. The same researcher states that the methods used

are at the juncture of artificial intelligence, machine learning, statistics, database

systems, and business intelligence [Koti, 2013].

3.1.3 Knowledge discovery in Database KDD

To extract knowledge from the data, [Fayyad et al., 1996] proposes the use of

the knowledge discovery in databases (KDD) process. In the KDD process, the

user follows a process that [Fayyad et al., 1996] describes as an interactive and

iterative process, involving numerous steps with many decisions made by the user.

The steps and sequence without the potential multitude of iterations and loops

Figure 3.1: An overview of the steps that compose the KDD process extracted
from [Fayyad et al., 1996]

illustrated in Figure 3.1 shows that multitude. This author also mentions that

most of the previous steps focus on the DM step, but has the same importance

and sometimes may have more [Fayyad et al., 1996].

The steps for the KDD process described by [Fayyad et al., 1996] are:
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The first step is to understand the application domain, the previous knowledge,

and identify the goal of the KDD process from the customer’s point of view.

The second step is to create a target dataset, by selecting a dataset, or focus on a

subset of variables samples of data, where the findings should happen.

The third step is composed of cleansing and pre-processing tasks. These tasks

include the removal of noise if needed, and gather the necessary info to model.

It is also on this step steps that missing data is processed, and accounting for

time-sequence information is set.

The fourth step is where the project reduces data by finding useful features to

represent the data. On this step, the final number of variables can reduce.

The fifth step is where a match of the KDD goals to a specific DM method hap-

pens. These can be summarization, classification, regression, clustering, and so on

[Pitre et al., 2014].

The sixth step is where exploratory analysis, model, and hypothesis selection is

selected. In this step, the DM algorithm and methods are chosen to find patterns

in the data [Fayyad et al., 1996].

The seventh step is where DM happens. The DM steps include the use of classi-

fication rules or trees, regression, and clustering. It is possible to significantly aid

the DM method by correctly performing the preceding steps.

The eighth step is where the interpretation of the patterns mined is made. In

this stage, the user can return to any of the previous actions. Another thing that

can be necessary to do on this step involves visualization of the extracted pattern,

models, or visualize the data provided by the derived model.

The ninth and last step is where the user acts on the discovered knowledge —

using the extracted knowledge on another system to take actions, document, or

report to the interested parties.
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3.2 Data Mining Tools

By part of this work, the author queried the internet for DM tools and found a

total of 89 tools where 68 are proprietary and 21 Open Source. Gartner that is

a consultancy company known for their magic quadrant, that provides a wide-

angle of the relative positions of the market’s competitor. The magic quadrant

helps a person quickly identify who are the challengers, leaders, niche players, and

visionaries. They built a quadrant to identify the most used data science tools,

which include DM tools. In the quadrant, it’s possible to see that the leaders for

2018 are: Alteryx, SAS, Rapid Miner, KNIME and H20.ai [Idoine et al., 2018].

Figure 3.2: Gartner 2018 Magic Quadrant for Data Science and Machine
Learning Platforms, extracted from: [Idoine et al., 2018]

KNIME is an open source analytics platform with more than 100k users around

the world. This platform also offers commercial support and extension for security,

collaboration, and performance for enterprise deployments. In 2017 this platform

added cloud versions for its platform for Amazon Web Services, Microsoft Azure,

and also deep-learning capabilities [Idoine et al., 2018].

Alteryx, is a platform that allows users to build models on a single workflow. It

includes functionalities for ETL, data quality scoring, data governance, enrichment

with spatial and web resources among other features [Idoine et al., 2018].

22



background

SAS Enterprise Miner, allows users to create descriptive and predictive modeling

with an interactive self-documenting process flow diagram environment

[Idoine et al., 2018].

RapidMiner platform includes the RapidMiner Studio development tool. The

Rapid Miner studio is a visual design environment that allows the user to build

predictive analytic workflows rapidly. It provides a big library of machine learning

algorithms, data preparation and exploration features and model validation tools

[Idoine et al., 2018].

H20.ai, H20, is an open source application for big data analysis. H20.ai can au-

tomate feature engineering, model building, visualization, and interpretability of

data. The platform works with R, Python, Scala on Hadoop/Yarn and Spark

[Idoine et al., 2018].

Other major applications in the markets are:

IBM bluemix, IBM R© Bluemix R© Data, and Analytics are a PaaS. This platform

provides a big set of features for Data preparation, data warehousing, and ana-

lytics. It also allows fully managed databases (NoSQL and open source, and last

fully managed apache add hoop development) [IBM, 2018].

Amazon Web Services (AWS) delivers a set of tools that allow users to Import data

from on-premises to the cloud, store data securely, from gigabytes to terabytes.

It also includes the ability to extract, transform, and load to prepare data for

analysis. For predictive analytics, AWS can use Machine Learning services and

run tools on data stored on AWS. AWS provides Deep Learning capabilities to

build deep learning models and build clusters; it also supports machine learning

frameworks like Apache MXNet, Tensor Flow, and Caffe2 [Amazon, 2019].

Weka is an application that contains a collection of visualization tools and al-

gorithms for data analysis and predictive modeling. Built over Java and open

source, which allows it to run on multiple platforms and free of cost. Weka sup-

ports several DM tasks like clustering, classification, regression, and visualization

[Roulston et al., 2017].
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Another tool massively used in the Market is RStudio. This tool is an Integrated

development environment, for R, that supports direct code execution and tools

for plotting, history, debugging and workspace management. This tool is available

in open source and commercials edition. The free version has features like, local

access, syntax highlight, execution of R code directly from source editor among

other features [RStudio.com, 2019].

3.2.1 Power BI

Power Bi is an analytics service provided by Microsoft. With this service, a user

can easily create interactive visualizations that he can then incorporate on reports

or dashboards — all these without being dependent on technology staff.

Power BI supports Self Service BI (SSBI) Concept. According to

[Dw I R E S E et al., 2011] the definition for Self Service BI is: "The facilities

within the BI environment that enable BI users to become more self-reliant and

less dependent on the IT organization. These facilities focus on four main objec-

tives: easier access to source data for reporting and analysis, easier and improved

support for data analysis features, faster deployment options such as appliances

and cloud computing, and simpler, customizable, and collaborative end-user in-

terfaces".

Figure 3.3: The four objectives of do-it-yourself or self-service BI extracted
from [Dw I R E S E et al., 2011]
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According to [Dw I R E S E et al., 2011] as represented in Figure 3.3 the 4 objec-

tives of the Self-Service Business Intelligence are:

• Make BI Results Easy to Consume, as stated in [Dw I R E S E et al., 2011],

SSBI must be an environment in which it is easy to discover, access, and

share information, reports, and analytics. The users have to be able to

create personalized dashboards or have automated BI capabilities.

• Make BI tools easy to use, meaning that not only the data need to be easy

to consume, but the tools to generate the dashboards and reports also need

to be easy to use.

• Make Data Warehouse Solutions Fast to Deploy and Easy to Manage. These

may include the use of alternative mechanisms to reduce costs and increase

time to value and data processing. For that, users may have to use Agile

methodologies, Software as a service, cloud offerings, and analytical Database

Management Systems. Another concept is the opening of BI to the business

community.

• Make Data Sources Easy to Access, one of the main differences from tradi-

tional BI and SSBI is that in conventional BI, all the data is stored in the

data warehouse. In SSBI data from other sources can and may be neces-

sary to be available for access by the business community without the need

of IT staff. The job of the BI implementation staff is to create an infras-

tructure that permits the flow of data from these sources. According to

[Dw I R E S E et al., 2011] the BI team: monitor access and utilization of

the data, ensure the environment’s optimal performance, implement appro-

priate security and privacy procedures, and provide support to the business

community where needed in the construction or publication of BI reports,

analytics.
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3.3 Methodology

3.3.1 CRISP-DM

CRISP-DM means the cross-industry process for DM. This methodology provides

a structured way of planning a DM project. The author describes below the

CRISP-DM process according to the: [SMART Vision, 2018]. The Figure: 3.4

illustrates the process.

The first stage of the methodology is understanding the goals from a business

perspective. At this stage, important factors that can influence the outcome of

the project may be uncovered. The project outputs and followings are defined:

• objectives from the business perspective

• project plan

• business success criteria

Figure 3.4: CRISP-DM Methodology [Chris Manna, 2019]

The second stage of the methodology requires data acquisition and, if necessary,

data loading.

The third stage is data preparation; here, tasks are: select the data, attributes,

and records that meet the criteria needed to achieve project goals. Another job on
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this stage is cleaning the data, where it’s possible to raise the data quality to the

required by the analysis techniques level, data construct, and integration is also

done in this stage.

The fourth stage is Modelling. Here the modeling technique an test design are

selected. The next task is to build the model, where the modeling tool is executed

to prepare the dataset for one or more models. After making the model, the next

task is to assess the model, where the model is interpreted according to the domain

knowledge by business analysts or domain experts.

The fifth stage is to evaluate the results and assess factors like accuracy and gener-

ality of the model. This step is where the author evaluates the degree to which the

produced model meets the business objectives. The next phase of this stage is re-

viewing the process, where a more thorough review of the DM engagement is made,

in order to determine if there are important factor or task that might be overlooked.

The last task on this stage is determining the next steps, where depending on the

results of the assessments and revision, the decision of how to proceed forward is

made, like project finish and move for deployment [SMART Vision, 2018].

The last stage is the deployment stage, where the author starts by evaluating

the results and determine the strategy for the deployment. The next task is to

plan monitoring and maintenance, where a careful preparation of a maintenance

strategy is placed to avoid unnecessarily long periods of incorrect usage of the

results. The next task is to produce a final report, where, depending on the

deployment plan, the report can be only a summary of the project or a final and

comprehensive presentation of the DM results. The last task of the project is

Review Project, where an assessment of what went wrong, right, what was done

well, and needed improvement [SMART Vision, 2018].

As the background chapter is concluded, the selected methodology is CRISP-DM,

because it’s a proven methodology being used in research and in the marked on

multiple research projects. The tools selected are, Power BI, because the company

has the tool, the license and the business people has the knowledge to work with

this tool. The other selected tool is RStudio, this tools is the selected one for
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modeling, for it’s free open source and has many packages online with all the

required models for this research. The author now proceed to concluding the

remaining objectives.
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Work Methodology

In the previous chapter, the author concluded objectives 1, 2, and 3. These ob-

jectives were related to the literature review regarding salesperson performance

evaluation, Data Mining Platforms, and methodology. The author follows now

to the objective: Through descriptive analysis, evaluate the KPIs used to assess

salesperson performance. For that, the author applied a data analytics process to

the dataset provided by the company with multiple data treatment steps. After

concluding these steps, the author creates the requested reports. Hereunder are

now described all the steps executed to achieve the goal.

The work methodology used in this research was based on CRISP-DM. As pre-

sented in Figure: 3.4, the author starts with the Business Understanding, describ-

ing the Business Objectives, moving then to the Data Understanding, where the

author describes and explore the data, the next stage is Data Preparation where

data is selected, cleaned and integrated.

Before the modeling stage, the author created a set of Power BI reports so that

together with the business, the author can find the 10 best salespeople worldwide

and for each region. The last step of this analysis is modeling the data with the

NB algorithm to build a model capable of classifying salespeople on a dataset.

This leads us to our Research Steps displayed in Figure: 4.1.

As presented in the Figure: 4.1 the research steps are:
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Figure 4.1: Research steps

1. Gather Data and ETL Process, where most of the steps of CRISP-DM are

done, on this phase the author developed a SQL Integration Services Project

to Extract, Transform and Load all data provided by the company to a new

database prepared to be loaded to Power BI

2. Build Power BI Reports to Identify best salespeople and classify them, on

this stage, the business with the help of the author classified a portion of the

salespeople in the dataset, this was made by:

• First the author together with the business build the reports

• Second the reports are evaluated and analyzed by the business

• Third the Business classified a subset of salespeople

• Last the classified list of salespeople is returned to the author so that

he can classify remaining dataset with predictive analytics

3. Data is then prepared for Classification

4. The most important factors for salesperson success is identified

5. Classification is done, and it’s evaluated by the algorithm metrics
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4.1 Business Understanding

4.1.1 Objectives

With the main goal of classifying salespeople, and build a model that can tell if

a salesperson is successful or not, this research project has the following business

objectives:

• Through data analysis and discovery find the best salespeople in the company

• Identify the factors that contribute to the success of salespeople

• Use predictive analytics process to classify salespeople

4.1.2 Business success criteria

The main success criteria for this project is the ability to achieve the specific goals

defined previously on the objectives. To evaluate these goals, the author used the

metrics provided by algorithms that measure the accuracy of the classifications.

4.2 Data Understanding

The data used in this research refers to sales between Jan 2017 and June 2019,

from a freight forwarding company that operates worldwide on Air, Ocean, and

land. The data refers to shipments for the customers grouped by month. There

are 1.982.969 rows and 49 columns on the main table. Each row represents the

shipments made to one customer of one product moved from one place to another

in one month of one year.

As presented in Figure 4.2, every year, the company establish contracts with their

customers, where both companies agree on the shipments sources, destinations,
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Figure 4.2: Year base overall sales process

and transport type. After this contract is established, Shipments can be requested

by the customer to the freight forward company.

One shipment is the act of shipping merchandise from one place to the other, and

these can be by Air, Ocean, and Land. Air shipments are made through charted

plain or by hiring the charter service from another company.

To make the shipments by the ocean, this company hires third-party freight carriers

that operate on the ocean, but this company makes most or all the transport

documentation required by law for the shipment. The shipments by land can be

made by hiring external companies or by using the company assets, both systems

are possible.

All the customers on the dataset are companies, and no shipments are made to

singular persons.

The data goes from the ERP to the ICMS as displayed in Figure: 4.3, go-

ing through the following path: whenever a customer requests a shipment, it

is recorded on the SAP TM by the freight forwarding operator. An ETL process

transfers it then to the data warehouse platform. After all the validations occur,

the shipment goes to the ICMS. The dataset used in this research is a subset of

this database.
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Figure 4.3: One row representation

According to the defined Research Steps, the author hereunder describes the first

stage "Gather Data and ETL Process":

Figure 4.4: Research steps ETL

4.2.1 Data description

The database engine used for this analysis is: Microsoft SQL Server 2014 (SP3-

CU4), the database provided by the company contains the following nine tables:

33



Work Methodology

• Sales_Person_Details (2 tables, 1 table for Current and 1 table for History

data)

• Payout_Exceptions (2 tables,1 table for Current and 1 table for History)

• Products

• CRM_Opportunities

• Targets

• Geography

• Currency

A demonstration of the database structure is provided in Figure: 4.5.

Figure 4.5: Source tables

For simplicity, the author provides all details regarding the functional meaning of

the tables and columns in the Appendix: .1.

Salesperson Details (Current and History) has a lower level of our data. One row

of these tables refers to all the shipments made in one month, for one product,

shipped to one customer, to one city pair (source and destination country and

city), and sold by one salesperson. This table is composed of 49 columns and has

1.982.969 rows, more information in Appendix: .1.1.

Payout Exception is the table that holds the exceptions. Due to several factors

like errors in operations, some shipments are not recorded correctly in the Trans-

portation Management Systems (TMS). When these cases occur, the Incentive
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Management System (ICS) is ready to accept what is called exceptions, where the

missed volume is recorded. This table is composed of 19 columns and holds 3.661

Rows, more details in Appendix: .1.2.

CRM Products is a table that holds the services provided by the company as prod-

ucts. This table is composed of 5 columns and contains 54 Rows, more information

in Appendix: .1.4.

The CRM Opportunities table holds the opportunities created by the salespeople

for the sales made to their customers. One Opportunity can only refer to 1 cus-

tomer but may have multiple city pairs. This table is composed of 13 columns and

holds 142.016 Rows, more information in Appendix: .1.3.

The Targets table stores the targets for each product, salesperson, year, and

month. This table is composed of 13 columns and holds 127.932 Rows, more

information in Appendix: .1.5.

The geography table holds all the geographies where the company has offices and

also contains the destinations of the shipments. This table is composed of 13

columns and holds 701 Rows, more information in Appendix: .1.6.

The currency table holds the currency code, country, and exchange rate of every

month for all the countries where the company has offices. This table is composed

of 3 columns and holds 3.954 Rows, more information in Appendix: .1.7.

4.3 Data Preparation

To have the data prepared for the analysis, a SQL Server Integration Services

(SSIS) Project was created to extract, transform, and load the data to a new

database. Below is a short description of the work made in the SSIS project. The

complete details of the applied steps are available in the Appendix: .2.

As presented in Figure: 4.6, the data was provided by the company in a database

called Thesis SIP 2.0. This database holds only a subset of the tables contained
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Figure 4.6: ETL diagram

in the main application. A SSIS Project was created to Extract, Transform, and

Load the data to a new database.

As presented in the Figure: 4.7, the process starts by cleaning the staging tables

and then copy the data from the Thesis SIP 2.0 database to the staging tables in

the SIP Datamart 3.0 database. The second stage of the project is where the data

is prepared to be transformed into dimensions and facts. Some transformations are

made in this stage to have the data prepared for further analysis. The next phase

of the process is where all the dimension tables are filled, by copying the data

transformed in the previous stages to the dimension tables. The last step of the

process is where the fact tables are filled, and the last transformations regarding

the fact tables are made.

Figure 4.7: Integration Services overall

4.3.1 Cleaning data

The SSIS project included the following tasks to clean the data:
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• All the rows where column Industry_Vertical had empty values were defined

as "NA"

• Customer_ACR_Name, every empty row was filled with the names ex-

tracted from the master data system and filled manually on the database

For this research, the business requested to focus only on the TEU Unit of Measure

(UOM). In the SSIS project, a filter was defined to exclude all the rows where the

UOM is not TEU. This action reduced the data in the tables of sales_person_details,

from the 1.982.969 to 180.875 rows.

After Extract Transform and Load all the data to the SIP Datamart 2.0, the data

was loaded to Power BI so that a set of Power BI Reports can be created, and

support the business assessing salesperson performance. The author describes the

analysis in the next chapter.
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Chapter 5

Salespeople assessment and

classification

Figure 5.1: Research steps, Power BI reports stage

According to our research steps, its now time to work on the fourth objective for

this research. The author now describe the evaluation of various Power BI reports

created for the business to assess sales performance. These reports should allow

the business to:

• Make a general assessment of global sales performance

• Assess salespeople performance, where it should be possible to identify:

– The top 10 salespeople globally, by region and what volumes were sold

by these salespeople
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– In what countries are these top 40 salespeople working

– Assess other relevant KPIs for the salesperson performance

– Classify salespeople based on selected KPIs

The goal of these reports is to provide all the KPIs required to evaluate a sales-

person’s performance. Based on the performance evaluation a classification rep-

resenting the performance of each salesperson is done. The provided classification

is what the author will replicate through the predictive analytics process.

In the next chapters, the author describes the analysis and findings made on the

reports together with the business. Due to data protection, the author replaced

the salesperson’s names on this dissertation but delivered the reports with the real

salesperson’s names to the business.

5.1 General assessment of global sales performance

As mentioned before, this company is a freight forward that transport merchandise

from location A to location B, one transport is called a shipment. The shipments

are made by Air Ocean and Land. In this analysis, the focus is on Ocean’s ship-

ments. Therefore the unit of measure is TEU’s, and all shipments figures refer to

20 foot TEU containers like the one displayed in the Figure: 5.2.

Figure 5.2: 20 foot container = 1 TEU

The company has a global sales structure that has salespeople working at a global,

regional, country level, and field sales. The hierarchy is presented in Figure: 5.3
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for reference. The salespeople data reflected in this research belongs to the field

sales, highlighted in the image in green in Figure: 5.3. These people represent

about 50% of the company sales force.

Figure 5.3: Sales structure

In the dataset, there are 566 salespersons, distributed by 79 countries in 4 regions.

Figure 5.4: Salespersons distribution worldwide

The distribution of the salespeople by region is respectively Americas with 206,

Europe with 176, APAC with 156, and MEAC with 29.
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Figure 5.5: Salespersons distribution by region

As displayed in Figure: 5.4 from the 79 countries, the ones with the higher con-

centration of salespeople are the United States, Brazil, China, Mexico, Canada,

Germany, and Australia.

For reference the countries where each region is present are displayed on figure:

5.6.

Figure 5.6: Countries where company is established

According to the business, the main KPI’s used to evaluate a salesperson perfor-

mance are:

• Customer Base which is all the customers assigned to a salesperson in the

current year

• Customer Baseline that is the Sum of volume sold to the Customer Base on

the previous year (0 is assumed for new customers)
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• Growth is the difference between the Sum of the volume sold in the current

year and the Base Line, taking the example in Figure: 5.7, the Growth is 2

TEU’s because in 2019 2 more TEU’s were shipped to the customer

Figure 5.7: Growth example

Another concept widely used on the company are the exceptions, here called ad-

justments. Due to several factors that sometimes include human error, some ship-

ments can be registered incorrectly in the TMS. When these cases occur, the IMS

allows the creation of exceptions. These Exceptions have recorded: Salesperson,

Date, Customer, Volume, and sometimes a respective payment. For this analysis,

we recorded the exceptions and called them Adjustments, as the business name it

(Payout Exceptions is the IT technical concept).

The data is gathered from Jan 2017 to June 2019. In 2,5 years between growth

and adjustments, the 566 salespeople managed to grow the company volume by

150.478 TEU’s, from this, 27.797 TEU’s are from adjustments. As it’s possible to

verify in Figure: 5.8, in the year 2017, there were about 28K, in 2018 about 92K,

and in 2019 so far there are about 32K TEU’s.
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Figure 5.8: Growth by year

The reason for the smaller growth in 2017 and 2019 is due to the fact’s that

in 2017, the IMS was launched worldwide, and therefore not all countries were

entirely using the system, and in 2019, the data available in the dataset belongs to

only half year. We could still argue that the growth in 2019 could be higher since

there are about 6 months of performance, but the business also informed that the

higher volumes come at the end of the year as it is possible to verify in Figure:

5.9 in the last 2 months of the year the growth usually increases.

Figure 5.9: 3 years Growth by month
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Analyzing region by region, the Americas have higher growth (81,45K). Europe

comes next with about half (40,73K). The remaining two areas are more or less

equal-sized APAC (15,05K) and MEAC (13,25K). Please refer to figure: 5.10 for

better insight.

Figure 5.10: 3 years Growth by region

The TEU’s shipment is divided into categories and products. This company

Oceans products are divided into 3 Categories:

• Ocean FCL which refers to Ocean Full Container Load (Import and Export),

is the act of buying the shipment of the complete container

• Ocean Other, is composed mainly by Freight Management, which is the act

of buying the service of people’s knowledge and coordination of the carriers

and shippers, so in this case, the company providing the service don’t move

any container, only manages the shipments documentation and information

• Ocean Buyers Console is the consolidation of multiple shipments on the same

container

As we can verify in Figure: 5.11, the main products shipped by this company

are Oceans FCL Import and Export, there is also a significant amount in Freight

Management, the remaining products are residual shipments wit lower TEU’s.

With this analysis, the author concludes the goal of assessing global sales. The

author delivered the reports to the business, and the moved forward to the next

step, assess salesperson performance, where the top 10 salespeople worldwide and

by region are identified, the countries where these people work, and other relevant

KPIs are assessed.

45



Salespeople assessment and classification

Figure 5.11: Growth by categories and products

5.2 Assess salespeople performance

To find the top 10 salespeople worldwide, by region, and identify other relevant

KPIs to evaluate the salesperson’s performance. The author made a set of queries

suggested by the business to the dataset. These queries are:

• Who are the people with higher growth?

• Do these people achieved their defined Targets?

• Do the assigned targets to these salespeople follow the company guidelines?

• Other relevant KPIs, on this stage we will make a number of queries that

goes from an in-depth analysis of the sales fluctuation, Customer Base, and

to the ratio of opportunities created for each customer

As displayed in Figure: 5.12, the first level to verify is the higher growth, then

check if the targets were achieved and finally if the targets follow the company
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guidelines. Other relevant KPIs that contribute to salesperson performance is also

assessed, but these are the most important ones.

Figure 5.12: Queries to find the best salespeople

5.2.1 Who are the people with higher growth?

Starting with the first query: "Who are the people with higher growth." As ex-

plained before, a salesperson is assigned to an Account Base that has, on average,

70 customers, the base for analysis is the growth, which is the difference between

the number of TEU’s sold between the current and previous year. The base in the

analysis is the Sum of the growth for each year. In order not to publish the names

of the salespeople, a random name generator was used to replace all the names in

the dataset.

With this procedure, the author Identified Top 10 salespeople worldwide and the

top 10 salespeople for each region the company operates on.

The 566 salespeople grew the company Base Line by 150.478 TEU’s in 2,5 Years,

supported on a Customer Base of 9.261 customers. From these 150K, about 53K

that is 35,4% of the total belongs to the top 10 salespeople worldwide, and these
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shipments are broth by only 343 customers who refer to about 3,5% of all the

customers in the dataset.

5.2.1.1 Top 10 Salespeople worldwide

The countries with people that bring more TEUs are the USA, Uruguay Germany,

Colombia, United Arab Emirates, France, and Canada. As we can also verify in

Figure: 5.13, the USA is the country with higher growth with about 430% more

growth than the next country, which is Germany.

Figure 5.13: Top 10 salespeople worldwide

Also according to figure: 5.13, the top 10 salespersons worldwide are:

1. Bella Connor with: 13.586

2. Anastasia Sullivan with: 5.818

3. Elizabeth Gonzalez with: 5.652

4. Jacqueline Gallagher with: 5.616

5. Mustafa Bean with: 5.170

6. Kimberly Martinez with: 4.934
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7. Kathleen Garner with: 3.417

8. Crystal Rasmussen with: 3.228

9. Carmen Vargas with: 3.055

10. Laura Schneider with: 2.753

5.2.1.2 Top 10 Salespeople Americas

Analyzing the top 10 salespeople for the Americas region, the total growth is

81,45K. The number of salespeople is 206, and the count of customers goes to

3.338. These top 10 salespeople now bring 43,01K TEU’s which refers to about

53% of the total growth in the Americas region. The USA remains the country with

more salespeople having 5 salespeople in the top 10. From this 10, the remaining

salespeople are from Colombia, Canada, and Uruguay.

Figure 5.14: Top 10 Salespeople for region Americas

The top 10 salespeople in the Americas region are:

1. Bella Connor with: 13.586

2. Jacqueline Gallagher with: 5.616

3. Kimberly Martinez with: 4.934
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4. Kathleen Garner with: 3.417

5. Crystal Rasmussen with: 3.228

6. Carmen Vargas with: 3.055

7. Laura Schneider with: 2.753

8. Imogen Short with: 2.219

9. Jessie James with: 2.150

10. Elsie Chandler with: 2.052

Worth of highlight on Figure: 5.14 , is that 54% of the total growth of the company

worldwide comes from America, 7 of the top 10 salespeople worldwide are also from

this region. Another information to highlight is that the USA continues to be the

country with higher growth with about 400% more volume than the next country,

which is Canada.

5.2.1.3 Top 10 Salespeople Europe

Analyzing the growth for Europe, 176 salespeople grew the company Base Line

by 40,73K TEU’s with 3.406 Customers, as presented in Figure: 5.15, from this

growth, 10 salespeople grew the Base Line by about 24,64K TEU’s which repre-

sents 60% of the total growth for Europe. In this region, Germany is the country

with a higher growth concerning about 8,6K TEU’s but with only about 30% more

than the second country that is the Netherlands. Both countries, Germany and

Netherlands, have 3 salespeople each in the top 10 salespeople in Europe, followed

by Sweden, Poland, Hungary, and France, all with 1 salesperson each in the top

10 salespeople in Europe.

The top 10 salespeople in Europe are:

1. Anastacia Sulivan with: 5.818
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Figure 5.15: Top 10 Salespeople for region Europe

2. Elizabeth Gonzales with: 5.6552

3. Demi Vega with: 2.301

4. Erica Fields with: 2.087

5. Deborah Curry with: 1.847

6. Agnes Thomas with: 1.808

7. Linda Navarro with: 1.566

8. Esther Castillo with: 1.251

9. Edith Medina with: 1.171

10. Gertrude White with: 1.134

Refer to figure: 5.15 for a visual reference.

From all these salespeople, only Anastacia Sulivan and Elizabeth Gonzales are

part of the top 10 worldwide as second and third.
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5.2.1.4 Top 10 Salespeople APAC

In APAC 156 salespeople managed to grow the company during the 2,5 years by

15K TEU’s based on 1.981 customers, from this, 9,8K TEU’s are from the top 10

salespeople, which represents about 65% of the total TEU’s in this region, all this

with 274 customers. China is the country that contributes more to the growth

with 5K TEU’s, which is more than 66% than the next country that is India. In

terms of salespeople contributing to the top 10 of the region, China is the country

with more, contributing with 5 salespeople, the next is India with 2, and remaining

countries are Thailand, Japan, and Australia, all with only 1 salesperson each.

Figure 5.16: Top 10 Salespeople for region APAC

According the report displayed in the Figure: 5.16, the top 10 salespeople in APAC

are:

1. Yu Ling with: 1.310

2. Charley Murphy with: 1.209

3. Daquan Everett with: 1.160

4. Anais Ingram with: 1.027

5. Kuan-yin Santana with: 1.023
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6. Felix Potts with: 1.001

7. Sarah Drake with: 837

8. Tanya Archer with: 781

9. Heather Middleton with: 730

10. Anya Rios with: 660

Worth of notice is that none of the top 10 salespeople in APAC is part of the top

10 salespeople worldwide, and the difference between last salesperson worldwide

and first in APAC is about 47% less TEU’s (2,75K versus 1,3K). Also, according to

Figure: 5.16, 2 salespeople have a very high value of exceptions, which compared

to Europe and the Americas is not normal.

5.2.1.5 Top 10 Salespeople MEAC

The region with fewer salespeople is MEAC, only have 29 salespeople working

in this region. These salespeople grew the company by 13,25K TEU’s with 538

customers. From this growth, 10 salespeople broth 91% of the growth, respec-

tively 12,06K TEU’s with 206 customers. When it comes to the countries, the

United Arab Emirates is the country with more growth 7,1K TEU’s, which is

about 355% more than the following country, that is Egypt with 2K TEU. United

Arab Emirates is also the country with more salespeople in the TOP 10 of MEAC

contributing with 4 salespeople, followed by Saudi Arabia and Egypt with 2 sales-

people each and then Turkey and Morocco with one each.

As the report displayed in the Figure: 5.17 the top 10 salespeople are:

1. Mustafa Bean with: 5.170

2. Zora Simon with: 1.187

3. Radoslava Sandoval with: 1.213
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Figure 5.17: Top 10 Salespeople for region MEAC

4. Katerina Wilkinson (Katya) with 1.166

5. Muhammet Ferguson 1.078

6. Zeki Mcintosh with 782

7. Safak Ruiz with: 508

8. Mikail Bernard with 319

9. Ismet Walton with 282

10. Reis Holloway with 257

Worth noticing that according to the report in the Figure: 5.13 1 salesperson from

MEAC is part of the top 10 salespeople worldwide.

The author evaluated these results with the business, which validated the pro-

vided numbers and reports. After the validation, the business confirmed the KPI’s,

Growth, Customer Baseline, and Account Base could be used to evaluate the sales-

person’s performance, but more KPI’s are needed. The next stage is to evaluate

the Targets and target achievements.
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5.2.1.6 Do these people achieved their defined Targets?

Now that we found the top 40 salespeople in the company in terms of growth,

the second stage defined by the business to find the best salespeople is to verify if

these people achieved their targets.

The target definition in this company is supported on a top/down process. Targets

are based on a roadmap that is defined globally by the sales controlling depart-

ment, these targets are then assigned for each region and then distributed by the

regional managers to the countries, and the process continues until it reaches the

salesperson. As exemplified in Figure: 5.18, we have a global roadmap of 10.000

TEU’s globally, that is shared among all the regions and ends on salesperson x

and y in Lisbon with 30 TEU’s each.

Figure 5.18: Target definition Top Down

Although the company has implemented this process, not always the salesperson

gets a reasonable target, because this will depend on the strategy defined by the

local sales management, and on this company, part of the strategy is defined

locally. For instance, in Figure: 5.18, all Portugal’s targets are assigned to Lisbon

and none to Porto, if sales management in Portugal believe it’s possible to achieve

all targets with the 2 salespeople in Lisbon, they don’t have to assign targets to

salespeople in Porto.
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Other than the number of TEU’s assigned for a region/country, there is also a

target definition at the product level. This is another way of strategically redirect

the sales team to target a specific product. For instance, if a country has a higher

market for Import, the sales manager should set Targets on Import to boost Import

sales.

Analyzing our top 40 salespeople in terms of growth filtered only by-products

with targets defined, we realize that the Top 1 salesperson: Bella Connor is not

the first salesperson anymore, but 36th (4th counting from the bottom). With only

541 TEU’s of growth in the 2,5 years, because the product she has more TEU’s

sold is not part of the products strategically targeted by the company, as displayed

in Figure: 5.21.

In order to get a visually glimpse on the salespeople target achievement, the table

presented in figure: 5.19, have the following color code applied in the achievement:

Below 0 is red, between 0 and 70 is orange and above 70 is green.

Figure 5.19: Top 40 Salespeople worldwide Part 1

The first salesperson is now Anastasia Sullivan (Stacy), with the same 5.818 TEU’s,

followed by Mustafa Bean, the fifth salesperson worldwide, with the same 5.170

56



Salespeople assessment and classification

TEU’s, Jacqueline Gallagher remains the same third position globally as presented

in Figure: 5.19.

Figure 5.20: Top 40 Salespeople worldwide Part 2

For this study, targets are analyzed on a yearly base, and not all salespeople have

targets or performance for every year, as displayed on figures: 5.19. Jacqueline

Gallagher and Kathleen Garner (Kathy) only has growth and targets for 2018 and

2019. Regardless of only having data for these 1,5 years, these salespeople are still

on the top 40 worldwide.
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Figure 5.21: Top 40 Salespeople worldwide Part 3

The target achievement is calculated by applying the Formula: (5.1). As presented

on the Figure: 5.20, the lower achievement is -1,188 %, what this means is that

this salesperson probably did not sell any TEU’s in 2018 in any product with

target defined. The higher percengate Achieved is 16300% achieved by Sarah

Drake in 2018, this high overachievement is caused by the deficient (1) Target

when compared to the Growth the salesperson brought to the company.

%Achieved =
Gowth

Target
(5.1)

This concludes the evaluation of the target achievement, confirming that this KPI

can be used to assess the salesperson’s performance. Next is the assessment of the

targets defined to the salesperson.

5.2.1.7 Do the assigned targets to these salespeople follow the com-

pany guidelines?

Now that we have an idea of how is target achievement for the salespeople, the

next step is to verify if the targets applied to these salespeople are set based on

the company’s guideline.

In this company, targets are set to a salesperson mainly based on 3 pillars:
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• Account Base

• Sales roadmap

• Salesperson seniority

As described previously, the Account Base is composed of the customers that are

assigned to the salesperson, and it has a significant impact on the level of the

target that can be assigned to the person. If a salesperson has a Customer Base

composed by 10 customers and these customers have a possibility of purchase 100

TEU’s along the year, the targets assigned to this salesperson should not be a

value that is too far from the 100 TEU’s, unless the person setting the targets

have information’s that may indicate that the customer will have an exponential

increase.

Sales roadmap is the document that has the plan for the company sales growth

for the long term. This document for the company in question is composed of the

main product categories, regions, trade lanes, among other information. Often

sales managers set targets just based on the sales roadmap, but this may lead

to the definition of "unrealistic" targets if the Account Base does not provide the

potential needed to achieve the targets. When this happens, CRM Pipeline figures

is another ally to set the targets. Usually, to improve target setting, Pipeline

figures are added to the Sales Planning process. This way, the salesperson and

manager have not only the Customer Baseline but also the forecast (assuming

good forecasting accuracy).

The salesperson seniority also has a significant role in how the salesperson works

the Customer Base. A junior salesperson may not have the ability to manage

complex accounts. Therefore the sales manager, when assigning the Customer

Base, has to know salesperson seniority. Seniority in the company/products has

also consequences on managing the Account Base, for instance, if somebody has

just joined the company and is also junior (young), he/she will need "more" time

to start generating results: new company, new products, the need to build an

internal network, among other relevant tasks. To mitigate this issue, often sales
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managers give a new/junior salesperson lower targets in the beginning and then

increase the targets year-by-year as the seniority increases.

In Figure: 5.22 is displayed an example of target definition for one salesperson

(removed name for data protection), where it’s possible to verify a 15% increase

from the Account Base that is 283 TEU’s, the increase has an impact of 42 more

TEU’s and is spitted across 4 quarters by 10 for Q1, 10 for Q2, 11 for Q3 and 11

for Q4.

Figure 5.22: Example of target setting in Incentive Management System

Pipeline and seniority are entirely missing in this research, so to judge the targets,

a validation is made comparing the targets directly with the Customer Baseline

on a report.

This report makes the evaluation by dividing the targets with the Customer Base-

line as displayed in the Formula: 5.2, highlighting in green, every target that is

between 70% and 130% of the Customer Baseline.

Target%evaluation =
Target

AccountBaseline
(5.2)
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Figure 5.23: Top 40 salespeople highlight targets between 70% and 130% of
Customer Baseline

In Figure: 5.23, the small number of fields in green reflects the unrealistic targets

defined for the salespeople, as most of the targets are under 70% and above 130%

of the Customer Baseline.

To validate if the target should be considered as a KPI to be used in the salesperson

performance evaluation, the filter for the top 40 salespeople were removed from

the previous report. The result is that most salespeople have their targets within

this range. Therefore, the business accepted the inclusion of this metric also in the

salesperson performance measurement. The report is provided in the Figure: 5.24

for reference. Next is the consideration of other KPIs that help in the measurement

of the salesperson’s performance.
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Figure 5.24: Targets between 70% and 130% of Customer Baseline all sales-
people

5.2.1.8 Other relevant KPIs for the salesperson performance

There are other KPIs that need to be validated over the salesperson, to measure

performance, these include:

• Customer Base, number of customers assigned to the salesperson

• Customer Baseline, TEU’s sold in the previous year to all the customers

from the Customer Base

• Number of Opportunities created by the salesperson

• Average number of different Opportunities per customer

• Growth variability along the year (Number of months with positive growth)

• Grow with Different Products

• Number of products with positive growth
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The table available in the Figure: 5.25 provides all this information’s for our

top 40 salespeople worldwide. We can highlight from the table that number of

opportunities is remarkable when compared to the second salesperson, another

important information is the average number of months with growth above 0, in

average she is able to grow the Customer Base for about 8 months each year, and

she can also grow more than one product.

Figure 5.25: Other relevant KPIs for top 40 salespeople sorted by growth

5.2.1.9 Salespeople performance evaluation model

Based on previous data, the author, together with the business, was able to define

a set of rules to evaluate salespeople’s performance.
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These rules are based on a set of 42 KPI’s where, based on the accumulated

performance of the salesperson on each of the measures, a classification is possible

to define for the salesperson. These categories are: Not Performing, Good, and

Outstanding.

As displayed in figure: 5.26 these Categories will be based on following KPIs:

Customer Base: The Customer Base is the number of customers assigned to the

salesperson, where Small is defined for a Customer Base with less than 30 cus-

tomers, the Medium is between 30 and 49, and Large for 50 or greater.

Customer Baseline is the Sum of the amount of TEU’s sold to all the accounts in

the Customer Base for the previous year.

Forecasting is the ability to use other means of forecast like Sales Pipeline, as

displayed in the Figure: 5.26 this one is in red because the dataset used for this

research do not have sales pipeline data; therefore this will not be considered for

the current study.

The target is calculated by comparing the Customer Baseline with the Target,

using formula 5.2. Based on the result of Formula the considerations are: Unre-

alistic when Baseline is 0 or Target is more significant than 130% of the baseline,

other values are: Very Low when is under 5%, low between 5% and 10%, average

between 10% and 20%, Medium between 20% and 49%, high between 50% and

100%, and between 100% and 130% very high.

The Target Achievement is calculated based on before described Formula: 5.1, by

dividing Target by Growth, the result is then evaluated by following ranges: Very

Bad as under 10%, Bad by between 11% and 20% Average between 21% and 49%

Somehow good by between 50% and 69% Good is the range between 70% and 99%

and very good above 100%.

Each product will evaluate Customer Baseline, Target, Growth, Target achieve-

ment, and Growth percentage in separated, and an additional category for product

growth will be added for remaining products.
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The No of Opportunities created evaluates the number of opportunities the sales-

person created, and it is categorized by Very Low less than 1, Low between 2 and

4, Average between 5 and 36, Medium between 37 and 49, Medium between 50

and 99, high by between 100 and 101 and Very High above 101.

The Average No of opportunities per customer is only the Sum of opportunities

divided by the number of customers, and evaluate the number of opportunities

over the Customer Base. It is grouped by Small that is less than 4, Medium

between 4 and 9 and large above 10.

Figure 5.26: Salespeople performance measure model

Average No of months with growth above 0, evaluate the ability of the salesperson

to keep the growth of he/she’s Account Base over the year and also ability to

spread the seasonality of the Account Base, this measure is grouped by: Small as

less than 5, Medium between 5 and 7 and high above 8.

The Growth with different products evaluates the ability of the salesperson to

sell more than one product, and this is graded by Yes or no and the Number of

Products with Positive Growth is grouped by Small for at least 1, Medium 2, and

Large more than 3.
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5.2.2 Report to evaluate salesperson performance

Based on the rules discussed above, the author provided a new report composed

of 45 fields with sales and other information to the business. So the business

can evaluate the performance of the salespeople, classify manually with the levels

defined, and return so classification can be made with PA. The report has the

following requirements:

• Data should reflect two different years respectively 2017, and 2018

• Data should be grouped by, salesperson and year

• The volumes, baseline, growth, target, and achievement must be provided

in separate columns for each of the six main products, and one extra group

for the remaining products together

• Monthly variability must be part of the report

• Opportunity information must be included

• Target and achievements have to be included in volume and percentages

For the structure, the following fields compose the report:

• Sales_Person_Code, the internal identification of the salesperson

• Sales_Person_Name, the real name of the salesperson, so they could validate

data with other internal systems

• Year, the year the data refers to

• Growth_All_Products, the growth the salesperson brought on that year for

all the products together

• Customer_base, count of the number of customers assigned to the salesper-

son for each year
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• Base_Line_All_Products, the TEU’s sold for all the Customer Base of the

salesperson in the previous year for all the products

• Growth_Percent_All_Products, the result of the Growth_All_Products

divided by the Base_Line_All_Products

• Target_All_Products, the sum of all the targets defined for each salesperson

in one year, for all the products together

• Target_Achievement_All_Products, the target achievement for all the prod-

ucts, this is achieved by dividing the Growth_All_Products by the Targets

• N_Opp_created, count of the number of won opportunities by the salesper-

son for each year

• Avg_Opp_per_Cust, the average number of won opportunities per cus-

tomer for each year

• No_Months_with_growth_above_0, the number of months with growth

above 0, for each year (for all the products together)

• N_Prod_With_Po_Gw, count of the number of products that the sales-

person can grow on one year

• Grow_Df_Prod, Yes/No field identifying if the salesperson is able to grow

more than one product on the year

• for each of the six main products, add the following fields with performance

indicators:

– Targ, the defined Target for the whole year

– Gw, the sum of all the growth for the year

– Baseline, the sum of all the Previous year TEU’s for all the Customer

Base of one year

– the growth_Percent, the result of the column Gw divided by the Base-

line
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– Target_Achiev, the calculation of the Target Achievement for the year

• Remaining_Products_Growth_Percentage same as

Growth_Percentage_All_Products but filtered to exclude all the six main

products

The a sample of the report is provided on this work in the Figure: 5.27 for bet-

ter understanding (Salesperson Number removed for data protection and name

is replaced by an invented name). The report was submitted for the business to

evaluate the salesperson and classify them based on their performance.

Figure 5.27: Sample of report data

5.2.3 Classification by the business

The report was delivered in excel with all the salespeople and metrics for years

2017 and 2018 to be classified manually. The business did the manual classifica-

tion over the report, and delivered the same excel with a new column filled with

the categories Not Performing, Good and Outstanding, these categories for the

business represented the following:

• Not Performing: as someone who has no growth, low or no Opportunities

created, low target achievement and low growth over the months on one year
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• Good: as someone who was able to grow the baseline on at least 2 products,

have steady growth for at least 7 months, have some opportunities but not

mandatory to have many and, a good target achievement

• Outstanding: as someone who has grown on more than 2 products or ex-

tremely high growth on one, a steady performance along 8 months or more,

have a good or high target achievement based on a large baseline and large

targets

The author now reaches the end of this chapter, where an ETL process was de-

veloped to extract, transform and load data to Power BI, reports were built, and

several KPIs for salesperson performance assessment were evaluated. In the next

stage of the research, the author describes the steps executed to prepare data for

classification and then the use of predictive analytics to classify salespeople.
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Chapter 6

Salespeople classification through

predictive analytics

6.1 Naive Bayes

In the research, from the studied algorithms, the author selected the Naive Bayes

(NB) because of ease of it’s implementation. The NB algorithm is a probabilistic

classifier that selects each independent variable, and then associate it to a condi-

tional probability. The conditional probability is calculated based on the following

formula: 6.1

P (C|A) = P (A|C) ∗ P (C)

P (A)
(6.1)

The algorithm calculates the probability of an event occurs, based on another

event that occurred in the past. For example, to predict if a salesperson may

achieve his targets. In the formula, we can associate C to the probability of a

salesperson achieve his targets, while A corresponds to the conditions that allowed

the salesperson to achieve the targets, for instance, a customer base composed by

customers that buy high volumes of TEU’s.
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6.2 Prepare data for classification

In this chapter, as defined in the research steps displayed in Figure: 6.1, the tasks

executed to prepare data to be modeled are described and executed.

Figure 6.1: Research steps, prepare data for classification

6.2.1 The new dataset description

As described before, the new dataset is composed of 46 columns and 695 Rows.

From the 46 columns, four have categorical data: these are Sales_Person_Code,

Sales_Person_Name, Year, and Talent. The remaining columns have numerical

data containing the salesperson’s performance. A summary of the data avail-

able in the dataset is provided in the Table: 6.1 for reference. The columns

Sales_Person_Code, Sales_Person_Name and Year, were removed from the dataset,

leaving the dataset with 43 columns.

In the next sections, the author submits the dataset to several techniques that

evaluates the importance that each column may have to the model, and eliminates

all the ones that contributes little or none.

6.2.2 Near Zero Variance

Columns with low variance on the data, provide little or no knowledge to models,

so to improve the performance of the model, these columns can be eliminated. To

Identify the columns that provide low knowledge, the author used the function
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Table 6.1: Table with classification statistics

Field Sample Value Min 1st Quartile Median Mean 3rd Quartil Max
Talent Good Not Performing: 373, Good: 269 and Outstanding: 53
Growth_All_Products -46 -1.790 -26,5 37 138,4 205,5 12.617
Customer_Base_All_Products 4 1 7 14 15,97 22 83
Base_Line_All_Products 78 0 40,5 204 633,4 631,5 12.443
Growth_Percent_All_Products -0,59 -1 0,17 0,18 3,17 1,08 566
Target_All_Products 0 0 120 272 405,7 560 6.200
Target_Achievement_All_Products 0 -293 0,10 0,11 1,07 0,66 88
No_Opportunities_created 0 0 2 10 17,83 24 202
Average_No_of_Opportunities_per_customer 0 0 1 1 1,13 1 16
No_Months_with_growth_above_0 3 0 3 6 5,87 9 12
No_Different_Products 0 0 0 0 0,35 1 1
Grow_with_Different_Products 0 0 1 1 1,30 2 6
Ocean_FCL_Import_Target 0 0 0 101 220,9 300 2.250
Ocean_FCL_Import_Growth 0 2.193 0 0 72,88 87 3.423
Ocean_FCL_Import_Base_Line 0 0 0 37 303.800 233 12.199
Ocean_FCL_Import_Growth_Percent 0 -1 0 0 1.853 1 110.429
Ocean_FCL_Import_Target_Achievement 0 0 0 0 0,03 0,41 88
Ocean_FCL_Export_Target 0 0 10 100 177,50 240 6.200
Ocean_FCL_Export_Growth -46 1.790 -7,5 0 35,07 56 3,224
Ocean_FCL_Export_Base_Line 78 0 0 28 279,50 195,50 8.413
Ocean_FCL_Export_Growth_Percent -0,59 -1 -0,18 0 2,27 1 517,67
Ocean_FCL_Export_Target_Achievement 0 -293 -0,03 0 -1,00 0,33 27
Reefer_Export_Target 0 0 0 0 4,94 0 2.000
Reefer_Export_Growth 0 -771 0 0 2,48 0 1.923
Reefer_Export_Base_Line 0 0 0 0 16,41 0 5.585
Reefer_Export_Growth_Percent 0 -1 0 0 0,102 0 46,8
Reefer_Export_Target_Achievement 0 -2 0 0 0,02 0 9,36
Ocean_FCL_Cross_Trade_Target 0 0 0 0 1,49 0 229
Ocean_FCL_Cross_Trade_Growth 0 -320 0 0 2,41 0 706
Ocean_FCL_Cross_Trade_Base_Line 0 0 0 0 4,07 0 1.270
Ocean_FCL_Cross_Trade_Growth_Percent 0 -1 0 0 0,24 0 45,56
Ocean_FCL_Cross_Trade_Target_Achievement 0 3,7 0 0 0,002 0 3,43
Freight_Management_FCL_Target 0 0 0 0 0,76 0 530
Freight_Management_FCL_Growth 0 -595 0 0 23,99 0 12.391
Freight_Management_FCL_Base_Line 0 0 0 0 24,07 0 4.858
Freight_Management_FCL_Growth_Percent 0 -1 0 0 0,24 0 55,5
Freight_Management_FCL_Target_Achievement 0 0 0 0 0,001 0 0,51
Reefer_Import_Target 0 0 0 0 0,11 0 24
Reefer_Import_Growth 0 -186 0 0 0,91 0 172
Reefer_Import_Base_Line 0 0 0 0 3,11 0 501
Reefer_Import_Growth_Percent 0 -1 0 0 0,34 0 155
Reefer_Import_Target_Achievement 0 -0,65 0 0 -0,001 0 0,58
Remaining_Products_Growth_Percent 0 -0,39 0 0 0,64 0 408

nearZeroVar from the carret package. This function diagnoses the predictors that

have one unique value, or predictors that have few unique values relative to the

number of samples and the ratio of the frequency, from the most common value

to the frequency of the second most common value.

From the results provided by the function, the most importants are zeroVar that

has TRUE when the column contains only one distinct value and nzv, which

has TRUE when the column in question has a near-zero variance predictor, for

reference, the results are provided in the Table: 6.2.
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Table 6.2: Result of the nearZeroVar function

Column freqRatio percentUnique zeroVar nzv

Talent 1,39 0,43 FALSE FALSE

Growth_All_Products 1,14 66,91 FALSE FALSE

Customer_Base_All_Products 1,03 7,77 FALSE FALSE

Base_Line_All_Products 3,91 64,89 FALSE FALSE

Growth_Percent_All_Products 9,20 90,50 FALSE FALSE

Target_All_Products 1,64 38,99 FALSE FALSE

Target_Achievement_All_Products 14,67 89,93 FALSE FALSE

No_Opportunities_created 3,25 12,52 FALSE FALSE

Average_No_of_Opportunities_per_customer 3,83 1,29 FALSE FALSE

No_Months_with_growth_above_0 1,00 1,87 FALSE FALSE

No_Different_Products 1,97 1,01 FALSE FALSE

Grow_with_Different_Products 1,87 0,29 FALSE FALSE

Ocean_FCL_Import_Target 7,89 28,63 FALSE FALSE

Ocean_FCL_Import_Growth 25,25 46,91 FALSE FALSE

Ocean_FCL_Import_Base_Line 25,22 44,60 FALSE FALSE

Ocean_FCL_Import_Growth_Percent 5,61 64,17 FALSE FALSE

Ocean_FCL_Import_Target_Achievement 80,67 63,45 FALSE FALSE

Ocean_FCL_Export_Target 5,23 28,78 FALSE FALSE

Ocean_FCL_Export_Growth 12,83 44,75 FALSE FALSE

Ocean_FCL_Export_Base_Line 14,07 41,29 FALSE FALSE

Ocean_FCL_Export_Growth_Percent 2,41 62,88 FALSE FALSE

Ocean_FCL_Export_Target_Achievement 48,50 65,61 FALSE FALSE

Reefer_Export_Target 136,40 1,44 FALSE TRUE

Reefer_Export_Growth 218,33 4,75 FALSE TRUE

Reefer_Export_Base_Line 221,33 3,60 FALSE TRUE

Reefer_Export_Growth_Percent 54,58 2,88 FALSE TRUE

Reefer_Export_Target_Achievement 687,00 1,29 FALSE TRUE

Ocean_FCL_Cross_Trade_Target 136,00 1,58 FALSE TRUE

Ocean_FCL_Cross_Trade_Growth 214,00 5,47 FALSE TRUE

Ocean_FCL_Cross_Trade_Base_Line 163,75 3,74 FALSE TRUE

Ocean_FCL_Cross_Trade_Growth_Percent 49,38 4,60 FALSE TRUE

Ocean_FCL_Cross_Trade_Target_Achievement 685,00 1,58 FALSE TRUE

Freight_Management_FCL_Target 694,00 0,29 FALSE TRUE

Freight_Management_FCL_Growth 25,33 10,94 FALSE FALSE

Freight_Management_FCL_Base_Line 39,67 7,48 FALSE TRUE

Freight_Management_FCL_Growth_Percent 7,82 8,20 FALSE FALSE

Freight_Management_FCL_Target_Achievement 694,00 0,29 FALSE TRUE

Reefer_Import_Target 344,50 0,72 FALSE TRUE

Reefer_Import_Growth 39,00 4,17 FALSE TRUE

Reefer_Import_Base_Line 64,80 3,45 FALSE TRUE

Reefer_Import_Growth_Percent 20,13 4,32 FALSE TRUE

Reefer_Import_Target_Achievement 691,00 0,72 FALSE TRUE

Remaining_Products_Growth_Percent 42,86 5,61 FALSE TRUE

There are 19 columns identified by the nearZeroVar function to be removed. After

the removal of the 19 columns, the dataset still has 24 columns, 23 numerical +
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the Talent column.

6.2.3 Correlation matrix

After the removal of the columns with low variance, the author made a correlation

matrix between the remaining columns to find the ones that are highly correlated

and remove at least one of them. For that, the author used the function cor from

the caret package. The cor function computes the variance, and the covariance of

x and y. The results are a percentage of correlation between columns.

Figure 6.2: Correlation matrix

The result of the correlation matrix, as presented in Figure: 6.2, shows that there

are 6 columns highly correlated (above 0.8). The author eliminated three of the

six columns, specifically: (Grow_with_Different_Products,
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Ocean_FCL_Export_Target_Achievement, and Ocean_FCL_Export_Growth_Percent).

The dataset has now 21 columns, 20 numeric + the Talent.

6.2.4 Outliers treatment

After removing the columns that contribute less, and the columns that are highly

correlated, the author did an outlier analysis to the remaining columns of the

dataset. Currently, there are 21 columns in the dataset, including the Talent

column, which is the column with the classification.

The dataset has a high number of outliers, as it’s possible to verify in Figure:

6.3. To identify the outliers, the author used the boxplot.stats function of R. This

function is typically called by another function to build the boxplot. With it, the

author managed to identify the outliers for all the 20 numeric fields.

To not remove data from the small dataset (695 rows), the outlier treatment made

by the author, focused on applying to every outlier, the values in the range limit.

The lower and higher values applied are in Table 6.3 for reference, limits were

applied to all columns except column: No_Months_with_growth_above_0.

Table 6.3: Outlier conversion table

Field Min value Max value Applied lower-Value Applied higher Value

Growth_All_Products -1.790 12.617 -373 552

Customer_Base_All_Products 1 83 1 44

Base_Line_All_Products 0 12.443 0 1.468

Growth_Percent_All_Products -1 566 -1 2,94

Target_All_Products 0 6.200 0 1.200

Target_Achievement_All_Products -293 88 -1,18 1,76

No_Opportunities_created 0 202 0 57

Average_No_of_Opportunities_per_customer 0 16 1 1

No_Months_with_growth_above_0 0 12 0 12

No_Different_Products 0 6 0 3

Ocean_FCL_Import_Target 0 2.250 0 750

Ocean_FCL_Import_Growth -2.193 3.423 -129 215

Ocean_FCL_Import_Base_Line 0 12.199 0 571

Ocean_FCL_Import_Growth_Percent -1 110,43 -1 2,47

Ocean_FCL_Import_Target_Achievement -185,5 88 -0,60 1,02

Ocean_FCL_Export_Target 0 6.200 0 583

Ocean_FCL_Export_Growth -1.790 3.224 -102 148

Ocean_FCL_Export_Base_Line 0 8.413 0 482

Freight_Management_FCL_Growth -595 12.391 -100 100

Freight_Management_FCL_Growth_Percent -1 55,5 0 20
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Figure 6.3: Outlier display

After all the evaluation made, the author discussed with the business the added

value of the columns that refers to specific products, like Ocean FCL Export and

Ocean FCL Import. The fact that these 2 products are the only ones in the model

would bias the salespeople that succeed more on these 2 products over the other

remaining products. Although the Overall Growth is still part of the module, the

removal of all the columns specific for the products would produce similar results

and with more value to the business. This lead to the removal of the other 10

columns. After the removal of these 10 columns, the dataset got reduced to 11

columns 10 numeric + 1 categorical.
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6.2.5 Normalize data

After the completion of all the data treatment steps, and as the NB from R

requires all the numeric columns to be Standardized. The author Standardized all

the numeric columns using the function normalize of R from the BBmisc package.

6.3 The model

The data was split into 2 separate datasets using the sample function in R, the

training dataset with 70% of the data, which corresponds to 481 observations and

the test dataset with 214 observations.

The model was created using the package naivebayes of R. The values to be pre-

dicted are in the column Talent and has the following values:

• Not Performing, as someone who has no growth, low or no Opportunities

created, low target achievement and low growth over the months on one year

• Good as someone who was able to grow the baseline on at least 2 products,

have steady growth for at least 7 months, have some opportunities but not

mandatory to have many, good target achievement

• Outstanding as someone who has grown on all products or extremely high

growth on one, a steady performance along 8 months or more, have a good

or high target achievement based on a large baseline

These classifications, as mentioned in previous chapters, were defined by the busi-

ness and refers to salespeople classification for sales regarding 2017 and 2018.

The a priori probabilities of the model are:

• Not Performing: 0,52

• Good: 0,40
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• Outstanding: 0,08

The Mean and Standard Deviation for each of the features in the model are dis-

played in Table 6.4. Analyzing the numbers that describe the model, the a priori

probabilities reflect the amount of data that is classified. The amount of people

Not Performing is more than half of the dataset, the Good is the next with about

40%, and the Outstanding is represented in a small number.

Analyzing the model details provided in the Table: 6.4, we realize that the column

Growth_All_Products, for the Not Performing category have a very low mean and

the standard deviation are higher between the classes. The Good has a similar

distance provided by the standard deviation and a positive mean. The Outstand-

ing has a high mean, but the distance between salespeople is minimal based on

the standard deviation, this is also the column that has the most influence in the

Outstanding classification.

Table 6.4: Model details

Feature Values Not Performing Good Outstanding

Growth_All_Products mean -0,75 0,58 1,91
sd 0,55 0,63 0,03

Customer_Base_All_Products mean -0,21 0,24 0,92
sd 0,94 0,96 1,20

Growth_Percent_All_Products mean -0,53 0,58 0,75
sd 0,72 0,97 0,93

Target_Achievement_All_Products mean -0,67 0,49 1,48
sd 0,56 0,75 0,97

No_Opportunities_created mean -0,22 0,17 0,94
sd 0,92 0,96 1,12

No_Months_with_growth_above_0 mean -0,68 0,69 1,36
sd 0,66 0,70 0,45

No_Different_Products mean -0,43 0,45 0,63
sd 0,92 0,80 0,89

Target_All_Products mean -0,1 0,06 1,02
sd 0,94 0,78 2,19

Baseline_All_Products mean -0,03 -0,08 0,89
sd 1,00 0,91 1,11

Average_No_of_Opportunities_per_customer mean -0,15 0,13 0,38
sd 1,11 0,87 0,43

The column Customer_Base_All_Products has a very similar standard deviation

for the Not Performing and Good, surprisingly for the Outstanding the Standard

Deviation is high, which reflects the high variation on the number of customers

assigned to a salesperson, in smaller countries a salesperson can have about 15

customers while in big countries a salesperson can have 70.
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The standard deviation in Growth_Percent_All_Products and Tar-

get_Achievement_All_Products reflect that the Not Performing salespeople

are more concentrated, the distance for categories like Good and Outstanding

is bigger. No_Opportunities_created also has a standard deviation higher

for Outstanding than the Good and the Not Performing. The means of Not

Performing and Good are very close to each other. This is probably one of the

columns that can cause one of the higher errors between these 2 classes.

No_Months_with_growth_above_0, when analyzing this feature we can realize

that the means of Not performing and Good are very distant from each other,

this feature provides a good separation between these 2 classes, but between the

Good and Outstanding the difference is smaller which may help in the separation

of these 2 classes (Not Performing and Good).

The No_Different_Products, the difference between the Good and Outstanding

is small, which reflects that the salespeople classified as Good are already capable

of selling more than one product.

The Target_All_Products and Baseline_All_Products, have both a big difference

between Good and Outstanding, highlighting that to be an outstanding salesper-

son, the person has to work with extremely high targets and baseline.

The last feature analyzed is the Average_No_of_Opportunities_per_customer,

this feature represents that although the average is low in order to be Good there

has to be opportunities and to be Outstanding a salesperson have to have many

more won opportunities.

The model is now created and ready to make the predictions. In the next step,

the author describes the results and evaluation of the predictions.
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Chapter 7

Evaluation

According to our methodology, as presented in Figure: 7.1, the next stage is the

identification of the most important factors to salespeople success.

Figure 7.1: Most important factors for salesperson success

7.1 Identify most important factors for salesperson

success

To achieve the goals: Identify the most important factors for salesperson success,

the author built a Random Forest model with the same train dataset prepared

for the NB model, but with the randomForest of R so that the function varImp

could be used. The Random Forest model was created using the defaults of R,

adding the following parameters: Type of random forest: classification, number
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of trees: 500 and No. of variables tried at each split: 2. The results were: Out

of Bag (OOB) estimate of error rate: 2,91% and the confusion matrix provided in

the Table: 7.1.

Table 7.1: Confusion matrix from Random Forest

Good Not Performing Outstanding class.error

Good 186 0 5 0,026

Not Performing 1 250 0 0,004

Outstanding 7 0 32 0,179

The results of the varImp function are provided in the Table: 7.2.

Table 7.2: Feature importance

Feature Overall

Growth_All_Products 132,94

Target_Achievement_All_Products 54,46

Growth_Percent_All_Products 26,35

No_Months_with_growth_above_0 23,59

Target_All_Products 9,61

Baseline_All_Products 7,87

Customer_Base_All_Products 6,06

No_Opportunities_created 4,63

No_Different_Products 4,47

Average_No_of_Opportunities_per_customer 0,22

The results show that the most important features are: Growth_All_Products,

Target_Achievement_All_Product, Growth_Percent_All_Products and

No_Months_with_growth_above_0, the remaining columns have residual

importance compared to the ones before mentioned. The results go in line with

the business people’s opinions. The salesperson to succeed, have to: focus on

growing the customer base, work to achieve their targets and, have steady sales

for as many months as possible.
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7.2 Run the Classification

To validate if it’s possible to increase the accuracy of the NB model, a 20 Fold

Cross Validation NB model was created, there was an increase on the accuracy

from 90,65% to 92.10%. Based on this new model, the testing dataset was loaded

and the predictions was requested.

A confusion matrix was built to evaluate the performance of the predictions made

over the test dataset. The results are displayed in the table: 7.3.

The Accuracy (average) of the model is 92,10%. Based on the Confusion Matrix

provided in the Table: 7.3 it’s possible to verify that the model only failed in 7,9%

of the cases.

Table 7.3: Confusion matrix

Good Not Performing Outstanding

Good 36,0 3,3 0,8

Not Performing 1,9 48,9 0,0

Outstanding 1,9 0,0 7,3

An evaluation of the Precision, Specificity, Sensitivity, and an F1 score was made

to evaluate the model accuracy and the results. As it’s possible to verify in the

Table: 7.4, the Outstanding has a high Specificity but has a lower Sensitivity.

Table 7.4: Evaluation scores for NB model

Good Not Performing Outstanding

Sensitivity 83% 97% 68%

Specificity 93% 87% 99%

Pos Pred Value 88% 89% 93%

Neg Pred Value 90% 97% 97%

Precision 88% 89% 93%

Recall 83% 97% 68%

F1 86% 93% 79%

Prevalence 39% 52% 9%

Detection Rate 32% 51% 6%

Detection Prevalence 36% 57% 7%

Balanced Accuracy 88% 92% 84%
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The F1 score display that the precision of the Not Performing is the highest, but

for the Outstanding and Good classes, the accuracy of the tests made are high,

which is very important considering that the results of this model are to evaluate

people performance.

As the example, in the Figures: 7.2, 7.3, and 7.4, it’s possible to review the results

of the assessment in Power BI on a dashboard created for salesperson assessment,

the dashboard has all the metrics and a classification made by the Predictive

Analytics as Not Performing, Good and Outstanding, with this all the objectives

of the research are concluded successfully.

Above steps conclude the evaluation of the model performance. This was the last

task in the research. In the next chapter, the author concludes the research with

a summary of the work and suggestions for future work.

Figure 7.2: Dashboard for a salesperson classified as Not Performing
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Figure 7.3: Dashboard for a salesperson classified as Good

Figure 7.4: Dashboard for a salesperson classified as Outstanding
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Chapter 8

Conclusions

8.1 Work done and goals

Salespeople’s performance measurement is a process that occurs multiple times

per year on a company. During this process, the manager and the salesperson

evaluate how the salesperson performed on various KPI’s.

Evaluating these KPI’s may be time-consuming, depending on the performance

measurement process of the company. The KPI’s often include the amount of

products/services sold by the salesperson, the number of opportunities created,

the ability to sell multiple products/services, the variability of the sales along the

year, among many others. To prepare the evaluation meeting, managers have to

gather data from Customer Relationship Management (CRM), Financial Systems,

Operational Systems, Business Intelligence, and sometimes excel files. The mea-

surement of the performance often includes a compensation plan to motivate the

salesperson to sell more products/services.

In this work, the author aimed to use descriptive analytics to evaluate the KPIs

used for salesperson assessment, after that, recurring to with predictive analytics,

classify salespersons into pre-defined categories, based on complex combinations

of KPIs.
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To select the KPIs, the author, together with the business, used multiple Power

BI reports to assess different KPIs on the company data, and validate their ability

to represent the salespeople’s performance. The result was a report with all the

KPIs and a manual classification completed by the business and provided to train

the machine learning.

The classification is based on a report with 659 salespeople classified into three

categories, Not Performing, Good and Outstanding, being these classes:

• Not Performing: as someone who has no growth, low or no Opportunities

created, low target achievement and low growth over the months on one year

• Good: as someone who was able to grow the baseline on at least two prod-

ucts, have steady growth for at least seven months, have some opportunities

but not mandatory to have many and, a good target achievement

• Outstanding: as someone who has grown on more than two products or

extremely high growth on one, a steady performance along eight months or

more, have a good or high target achievement based on a large baseline and

large targets

The dataset used had in the beginning 46 columns. It was then reduced to 11

columns, based on several techniques to clean the data and evaluate the relevance

of the columns to classify a salesperson’s success. In this process, the author

also identified the most critical factors to evaluate a salesperson’s performance

as Growth amount on all the products, Target achievement on all the products,

Growth percentage on all the products, and the Number of Months with Growth

above 0. The business agreed with these metrics and requested a new dashboard

on Power BI, including these metrics and the classification to use as a base for

future salesperson performance evaluation.

The author applied a Naive Bayes (NB) model to classify salespeople into three

pre-defined categories, training a model with a portion of the 659 salespeople from

the report provided by the business. The classification was possible, and the results
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delivered to the business, which agreed to use the classification model in the 2019

salespeople performance assessment in the company.

8.2 Discussion

The classification model was built using the NB package of R over R Studio. The

model presented a priori probabilities of 0,52 to the Not Performing Class, 0,40

for the Good, and 0,08 for the Outstanding classes.

The author evaluated the performance of the model with a confusion matrix and

other techniques like True Positives, True Negatives, and F1 score. The results

showed an Accuracy (average) of 92,10% for the whole model. For each of the

classes in terms of precision, Not Performing has 89%, Good 88%, and Outstanding

93%. The F1 scores for Not Performing were 93%, for good 86%, and Outstanding

79%.

These results were discussed with the business, and they agreed to use the clas-

sification provided by the model for the performance evaluation of 2019. This

evaluation will be used for a small set of salespeople as a prototype. Based on the

results and adoption, assess how to progress with the model in the future.

The accuracy results in this work are high because the size of the dataset and

the variations of data have similar behavior for each of the classes. For instance,

a salesperson not performing has in most of the time, low growth, low number

of opportunities, and sales above 0 for a small number of months in one year.

A good salesperson may have good performance in at least six months and one

product with good performance, and the outstanding salesperson should have

growth extremely high for at least one product and months growth above 0 for at

least eight months.
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8.3 Future work

As for future work, the author proposes the use of a NB model to evaluate sales-

people’s performance with more CRM information. By taking advantage of other

information that is also part of the salesperson job, information like the number of

activities (Leads, Visits, Calls), the other opportunity states, opportunities con-

version rate, and the costs involved for each of the salespeople. The inclusion of

subjective factors can also be part of the salesperson’s performance. For instance,

a more experienced salesperson may be training a junior salesperson, or taking

several lost customers to recover, these facts can have an impact on the sales

performance of the salesperson, the inclusion of flags that rate these can also be

included.

All to aim towards a detailed and precise evaluation of salespeople’s performance,

increasing the fairness and reduce drastically the amount of work needed to make

a performance evaluation for the salesperson.
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Data Description details

.1 Tables Details

In this Appendix, there are functional description of all the tables included in the

dataset. Below descriptions are what each table and fields mean for the business.

.1.1 Salesperson Details

The Sales_Person_details (current and history) is the thinnest grain of the dataset.

It refers to all the shipments made in one month, for one product, shipped to one

customer, on one city pair (source and destination country and city), and sold by

one salesperson. Another important information about these tables is that it has

stored the current and historical data. The following fields are part of this dataset:

• Unique_Grid_ID, unique identification key of a record

• Business_Key, a key that identifies a product, a customer, and a city pair,

the goal is to determine from when the shipments started for a customer to

a specific source and destination

• Transaction_ID, the opportunity id in the CRM system

• Payout_Period, incentive payments are based on one period, which can be

one month or one quarter. This field has stored the label of the payout

period where a transaction belongs. The tags are for example "JAN-2014"

or "Q1-2014"
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• SIP_Eligible, specify if the purchase has a matching opportunity, if so, then

the transaction is marked as eligible for commission calculation

• Sales_Person_Name, the name of the salesperson responsible for the cus-

tomer

• Sales_Person_Code, this is a ten-digit code that identifies the salesperson

in the company systems. It is not the HR employee number. It is only a

number to identify the salesperson between systems like CRM, ERP, IMS,

etc.

• Customer_ACR_Name, the fiscal customer name

• Customer_ACR_Code, a ten-digit code to identify the customer among the

multiple company systems

• District, identify the district where the salesperson works

• House_Name, identify the branch where the salesperson works

• House_Code, code that identifies the office where the salesperson works

• Partner_Country_Code is the two-digit ISO code of the country where the

shipment is delivered

• City_Pair, A eleven digit code composed by two-digit of the source country,

followed by the three-digit code to identify the city from, a dash, and then

the two-digit code that identifies the destination country followed by the

three-digit code that identifies the destination city

• Customer_Product_Name, the internal name of the product sold to the

customer

• Roll up_Product_Name is the name of the product that the volumes of this

row will be rolled up to

• Industry_Vertical identifies the internal vertical industry the customer be-

longs to, and it can be, for instance, Automotive, Chemicals, etc.
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• Starting_Date, the information here, identify when the customer in question

started using this business key (please refer to business _Key field for more

information)

• Year, the year where the transactions occurred on

• Month, the month where the transaction occurred on

• Country_Code, the country where the salesperson works

• SIP_Plan_Code, identify the incentive plan where the salesperson belongs.

The incentive plan is what stores all the schemes for an incentive, like for

example, the payout periods, incentive rates among other information

• SIP_Plan_Name, the name that identifies the incentive plan internally on

the company

• Payout_Method_Name, identify the method used to calculate the Incen-

tives. There are two methods, Actual and Variance, when using Actual,

the incentive is calculated, based on all the volumes sold during the current

year. When the method is variance, the incentive is calculated based on the

variance between last year and current year growth

• Payout_Frequency_Name, identify the frequency of the payments which

can be quarterly or monthly

• Business_Age, identify for how long the customer makes transactions with

the company for this business key. This number is set to 0 every time the

customer starts using another company as the supplier and come back

• Business_Status, each business key on one year and one month can have a

different status; generally, it is "New Business" or "Retained Business," the

main purpose is to identify when the salesperson is getting new shipments

or only retaining current shipments, as these involve a different amount of

work for the salesperson
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• Customer_Cluster_Name, identify the cluster level where the company con-

figured on, for example, Global Key Account, Country Strategic Account,

etc.

• UOM_Name, identifies the unit of measure related to the product

• Actual_CHF, identifies the amount shipped for the referred month, product

and city pair on the current year

• Actual_PY_CHF, identifies the amount shipped for the referred month,

product and city pair on the previous year

• Variance_CHF identify the variance between the previous two described

fields

• Base_Value_CHF, store the value used for calculation of the incentive when

the product sold is based on currency products, for example, net margin

• Exchange_Rate, all the products that have are base on currency, like Gross

Proffit After Proffit Share (GPaPS) of Net Forwarding Revenue (NFR), need

an exchange rate to convert figures from the local currency to the corporate

currency which is CHF, this is the exchange rate of the transactions

• Currency, store the currency code of the country where the customer is

invoiced

• Base_Value, store the amount used to calculate incentive or performance,

for all the products based on volume (TON, CBM, TEU)

• Standard_Value, to calculate the incentives, amounts are separated between

standard and over achievement, the standard value is the one used to calcu-

late incentives while the growth is below target

• Standard_Rate, when calculating incentives, the rates used to calculate in-

centives before the growth reaches the targets rate defined here

• Standard_Payout stores the result of the standard value multiplied by the

standard rate
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• Over_Achievement_Value, to calculate the incentives, amounts are sepa-

rated between standard and over achievement, over achievement value, is

the incentive calculated for the growth above targets

• Over_Achievement_Rate, when calculating incentives, all the volumes used

to calculate incentives after the target is achieved uses the rate defined here

• Over_Achievement_Payout stores the result of the overachievement value

multiplied by the over achievement rate

• Tradelane_Percent to allow the company to boost or retract the sales on

certain trade lanes, the system allows the country to set the trade lane

percent, this will increase or decrease the incentive released for the trade

lane

• Cluster_Percent, similar to the trade lane percent, it is also possible to have

the incentive increased or decreased based on the customer cluster

• Total_Payout, stores the sum of the standard and the overachievement pay-

out

• Retained_Percent, stores the percentage of incentive retained by the com-

pany because the growth is lower than the defined targets

• Released_Percent, stores the percentage of incentive released to the sales-

person, due to targets achieved

• Retained_Payout, stores the incentive retained due to targets not achieved

• Released_Payout, stores the released incentives, based on the target achieve-

ment levels

.1.2 Payout Exceptions

Due to several factors like, for example, errors in operations, some shipments are

not recorded correctly in the Transportation Management Systems (TMS), and
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when these cases occur, the Incentive Management System (IMS) is ready to ac-

cept what is called exceptions. These exceptions are volumes and the correspond-

ing incentive that the salesperson is entitled to. This table has these exceptions

recorded. The following fields are part of this table:

• Fields explained before in the sales_person_details table: SIP_Plan_Id,

SIP_Plan_Name, Payout_Period, Sales_Person_Code, Customer_ACR_Code,

Customer_ACR_Name, Currency_Code, Adjustment_Product_Name (prod-

uct for the adjustment), Adjustment_Volume_Adjustment, Country_Code,

Customer_Cluster_Name, Industry_Vertical .1.1.

• Exception_ID The internal Identification for the exception

• Payout_Impact and Adjustment_Payout_Adjustment, both refer to the

payment that the salesperson will receive (there are two fields due to ap-

plication upgrades)

• Adjustment_Against_KPI_Target, identify if the volume on these excep-

tions should count for the salesperson performance

• Adjustment_Volume_Adjustment, the volume that this exception refers to

.1.3 CRM Opportunities

The CRM Opportunities table holds the opportunities created by the salesperson

for the sales done to their customers. One Opportunity can be created for one

customer but can have multiple city pairs. One opportunity can have the fol-

lowing statues: New, Open, Win, Win & Implemented, Lost, and Canceled. For

the current table, we have only Win & Implemented opportunities. The Win &

Implemented are sold and successfully implemented. Following fields are part of

this table:

• Fields explained before in the sales_person_details table:

TRANSACTION_ID, SALES_RESPONSIBLE_CODE, CUS-

TOMER_ACR_CODE, CRM_PRODUCT_CODE, .1.1
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.

• CITY_FROM_CODE is the source of the shipment, explained above in the

salesperson details table

• CITY_TO_CODE is the destination of the shipment, explained above in

the salesperson details table

• INDUSTRY_VERTICAL is the Industry Vertical (IV) the customer belongs

to, more details in the salesperson details table explanation

• STATUS_OPPORTUNITY_ITEM_CODE is the status code of the oppor-

tunity status, for the data available in the dataset it will be always Win &

Implemented

• COUNTRY_TO_CODE is the destination country of the shipment

• COUNTRY_FROM_CODE is the shipment source country

• COUNTRY is the country where the salesperson works on

• TARGET_CUSTOMER_FLAG is a flag that identifies if the opportunity

is identified to the customer getting the shipment or not

• TM_FLAG, identify if the customer is in the SAP TM system or not

.1.4 CRM Products

The CRM Products is a table that holds the services provided by the company,

as products. The table only has five columns with the following purpose:

• CRM_Product_Code is an internal code to identify the service. This code

is the same in CRM, data warehouse and Incentive Management System

• CRM_Product_Name is the short name of the service provided

• UOM_Name is the Unit of Measure (UOM) used by the service, can be for

instance TEU
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• CRM_Product_Id is the IMS ID for the product

• Category_Name is the grouping identification to group products by cate-

gories

.1.5 Targets

The Targets table stores the targets for each product, salesperson, and year. The

targets are defined every year and some times reviewed throughout the year. The

following columns are part of the table:

• Sales_Person_Code is the eleven digits identification of the salesperson

• CRM_Product_id is the IMS internal product

• Target_Year is the year that the refers to

• Target_Month, this field stores the month that the target belongs to

• Monthly_Target is the amount of the target for one month

• Target_Currency_Code is the code that identifies the currency for money

base targets (GPaPS or NFR)

• Month_AC is an integer that identifies the month and year of the target

.1.6 Geography

The geography table holds all the geographies where the company is based on and

sends shipments to. Following columns are part of the table:

• ID is an internal identifier for the geography

• Region_Code is an internal code to identify a Region

• Region_Description is the region description
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• Country_Group_Code is an internal code to identify aggregation of the

countries

• Country_Group_Description is the description of the country group used

internally by the company

• Country_Code is the two digits ISO based on two digits to identify the

country

• Country_Description is the country name

• District_Code is the internal identifier for the districts where the company

are based

• District_Description is the name of the district

• BU_Code is the internal code for the business unit

• BU_Description is the internal name for the business unit

• Branch_Code is the internal code for the branch

• Branch_Description is the internal name for the branch

.1.7 Currency

The currency table holds the currency code, country, and exchange rate of every

month for all the countries where the company has offices. The following columns

are part of the table:

• Currency_Code the three-digit ISO code that identify the currency

• Exchange_Rate the exchange rate between the currency and the corporate

currency

• BW_GDATU a internal code that identifies the year and month the ex-

change rate belongs to
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.2 ETL Process

The company provided the data in a database called Thesis SIP 2.0. This database

holds only a subset of the tables contained in the main application. From this

database, a SQL Server Integration Services (SSIS) project was created to Extract,

Transform, and Load (ETL) the data to a new database.

Figure 1: Integration Services overall

The Process starts by cleaning the stating tables and then copy the tables from

the Thesis SIP 2.0 database to the staging tables in the SIP Datamart 3.0, as

presented in Figure: 2
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Figure 2: Copy data to staging

In the details of the Copy data from Incentive Management System (IMS) to stage,

there are 9 data source and destination tasks, to copy the data from the salesperson

details (current and history), products, opportunities, targets, geography, payout

exceptions and currency as presented in Figure: 3 to the stage tables.

Figure 3: Copy data to staging details
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The second stage of the project, as presented in Figure: 4, is where the data is

prepared to be transformed into dimensions and facts. The process starts by clean-

ing the affected tables in this stage, then information from salespeople, customer,

payout period, and exceptions is derived from the main tables, as presented in the

Figure: 5.

Figure 4: Incentive Management Datamart data Treatment Phase

Figure 5: Derive data from staging tables

The process then converts all payout information to one currency only, and flag the

payout periods that refers to latest payout periods, this step is required because for

each payment period closed, the Incentive Management System keeps the history

for auditing purposes, which leads to data multiplication. The process follows

then by generating internal ids for exceptions. The last step of this flow transfers

the volumes and payments from products being rolled-up to the main products.
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In parallel, customers without names and IV’s are updated and rollup products

set with the leading products ids in the Sales_Person_Details table.

The process in the next stage fills all the dimension tables by copying data from

the staging tables to the final dimension tables, as presented in Figure: 6.

Figure 6: Dimensions stage

After filling all the dimensions, the process generates new internal ids. As men-

tioned before, each row of the salesperson details table refers to one month. A

date column is generated using the month and year from the table, adding 1 as

the day. This way, it’s possible to create analysis with date filters based on the

months.

In the last stage, the process fills all the fact tables. There are three fact tables,

one with the details, another with exceptions, and the last one with targets.
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Figure 7: Fact phase overall

In the details of each data flow task, a copy of the data from the staging to the

fact tables is made as displayed in figures 8, 9 and 10

Figure 8: Fact phase for Shipment Details

Figure 9: Fact details for Exceptions

Figure 10: Fact details for Targets

After completing these tasks, the process generates ids for all the fact tables.

.2.1 Selecting Data

For this research, the business requested to focus only on one Unit of Measure

(UOM), and the selected UOM is TEU. In the SSIS project in the "Copy data to
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Staging," a filter was defined to exclude all the rows where the UOM is not TEU.

This action reduced the data in the tables of sales_person_details current and

history, from the 1.982.969 to 180.875 rows. There was no need to drop columns.

.3 Data Structure

After defining the structure and process of all the cleaning phases. The dimensions

and fact tables are created, and the data is loaded by the SSIS process, as displayed

in 11.

The structure is the following:

112



Appendix

Figure 11: Data model

The model was then imported into Power BI for the analysis, and reports can be

built as displayed in 12.
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Figure 12: Power BI data model
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